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ABSTRACT

AN INVESTIGATION INTO THE IMPACT OF
HIV ON POPULATION DYNAMICS IN

AFRICA

Samuel J. Clark

Supervisor: Professor Samuel H. Preston

Data from eighteen sites in Africa are used to identify new mortality patterns for Africa; two of
which may result from excess mortality caused by HIV/AIDS. To examine the underlying
population processes that produce those patterns, and to understand how HIV/AIDS affects
a population as @ whol, an individual-level, stochastic, computer simulation of an African
population infected with HIV is constructed to study the dynamics of an HIV epidemic in
Africa. The simulator is tested and demonstrated by constructing uninfected, untreated-

infected, and treated-infected virtual populations.

The fundamental demographic parameters used to run the model are calculated from 40 year's
worth of demographic data collected from the Gwembe Tonga of Southern Zambia. Data on
nupdality, fertility and morrality are used to simulate the population dynamics of a rapidly
growing polygynous populatdon. Added to that is a fully parametric HIV module that governs

the transmission and progression of HIV/AIDS within individuals in the populadon.
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Complementing the design and implementation of the computer simulation of a population
with HIV, this work also discusses the theoretical basis for an information management

system designed ro manage the collection, manipulation and retrieval of longitudinal data — the

Structured Population Event History Register (SPEHR).
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Preface

The four parts of this document describe largely independent pieces of work that are held
together by a common focus on the Demography of Africa. Two themes are explored in
derail, the first relatng to the impact of HIV/AIDS on demographic processes in Africa, and
the second on developing methodologies to increase the quantity and reliability of

demographic data collected in Africa.

Part One is based on data collected by a number of small intensively run field sites in Africa
which are members of the INDEPTH nerwork (INDEPTH 2000). The sites generously
contributed their mortality data to an INDEPTH effort to publish a single volume describing
the survival of study participants in INDEPTH sites. I had the privilege of being asked to
contribute to the analysis of those data for the INDEPTH publicaion (INDEPTH
Forthcoming 2001). The end result of that effort is contained first in the INDEPTH volume
and also here as Part One of this document. Underlying regularities in the age pattern of
mortality are identified from the combined data provided by nineteen field sites, and it is
shown that these new age patterns of mortality are substandally different from the existing
model age patterns of mortality (Coale and Demeny 1966; United Nations 1982). A
component model of mortality is used to identify the characteristic age patterns of mortality,
and a variation of that model is developed to facilitate the production of model life tables

based on these new age patterns of mortality.

Part Two conducts a thorough analysis of the demographic data collected over the past 40

years by the Gwembe Tonga Research Project from the Gwembe Tonga living in Southern

Xix
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Zambia. The project and the data it bas collecred are described in detail. The data are then
used to examine both levels and trends in mortality, fertlity and marriage patterns over the
past 40 years. Although the results of these analyses are interesting with respect to the small,
isolated population to which they relate, they are of substantially more interest in light of the
fact that they describe a complete set of parameters governing all critical aspects of the
population dynamic of a rapidly growing polygynous African population. The data describing
the Gwembe Tonga are among a small number of data sets that are capable of reliably
describing the mortality, fertility and marriage and divorce dynamics of a complex, rural
African population over a long, multigenerational period of time, extending far enough back in
time to describe the pre-AIDS era. As such they are uniquely useful in constructing holistic

population models, and it is primarily for this purpose that they are analyzed.

Part Three describes the design, implementation and initial testing of an individual-level
stochastic simulator whose aim is to model the complete demography of a polygynous African
population with HIV. The goal is to produce a tool that adequately captures the interactions
berween HIV disease at the individual level and demographic processes that operate at both
individual and group levels. It is envisioned primarily as a tool to facilitate our understanding
of the complex interactions between various population processes affected by the HIV, and to
provide a cheap, fast mechanism through which to test the impact of various treatment and
intervention strategies — taking into account their effects at both the individual and population
level, and the potentally complex interplay between effects at those levels. A\ proof of concept

prototype is constructed that confirms that the basic ideas and technologies developed to
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support the simulator are valid and useful, and that such a tool is both tractable, affordable and

potentally useful.

Part Four briefly describes the Structured Populadon Event History Register (SPEHR).
SPEHR is a relational data model designed to store and manipulate longitudinal descriptions
of complex time-evolving populations in a relatonal database. The data model is unique in
providing a completely standardized method for storing and manipulating structured
longitudinal information. The benefits of this method include unlimited flexibility and
extensibility, built-in mera data describing the database and the data it conrains, and the ability
to define and structure temporal as well as standard relational integrity constraints. A sister
data model still under design extends the SPEHR model to include a questionnaire instrument
model that when complete will integrate fully with SPEHR to provide a powerful, general and
very flexible data management method that controls the flow and integrity of bngitudinal data

from the point of collection through to analysis.

Although they appear different, parts Three and Four are closely related. My interest in
relational databases was sparked by the need to manage the complex data describing the
Gwembe population. In the process of designing an adequate dara manageinent solution for
those data, I realized that the same machinery could be easily utdlized to manage a complex
simulated populadon, and that moreover, it would not be too difficult to extend the data
management machinery to actually create the simulated population as well. So out of the
housekeeping task of managing and manipulating the Gwembe data grew the core concepts

and technology upon which the simulator is buil. SPEHR represents a substantial refinement
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over the original data models used to manage the Gwembe data, and it will form the

foundation for the next generation of the simulator.
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Part ?

INDEPTH MORTALITY PATTENS FOR AFRICA!

MORTALITY MODELS AND AFRICA
An individual's probability of dying depends primarily on sex, age, health, genetic endowment
and the environment; all of which determine the risk of falling ill or victim to an accident. The
primary determinants of mortality interact in complex ways and depend in turn on a large and
variable set of complex social determinants. \s a result, it has not been possible to formulate a
general, theory-driven model of individual risk of death. In lieu of a good general model, there
are two widely used sets of “model life tables™; created by Coale and Demeny (CD) (Coale and
Dcmeny 1966) and later by the UN (United Nations 1982). In both cases, a large set of
empirical mortality rates were summarized to yield a small number of characteristic age-
patterns of mortality. CD identified four patterns that they term Norzh, South, East and West to
reflect the fact that each pattern is representative of the mortality pattern in a particular region
of Europe. For a similar reason, the UN's patterns also bear regional names: Latin Amenica,
Chile, Far East, South Asta and General. The UN Genmeral pattern is, as its name suggests, a

general parttern that is not specific to a single location.

! This Part of this document was prepared by me for the INDEPTH network as part of the Network’s forthcoming
monograph tded “Population and Health in Developing Countries” (INDEPTH. Forthcoming 2001. Populadon and
Health i reloping C ics, vol. 1, Populaton, Health and Survival at Indepth Stes. Ottawa, Canada: International
Development Research Centre). All of the analysis and writing presented here are mine, while all of the data were provided
by members of the Network and remain the property of the individual Network members.
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Each of the eight existing model morrality patterns (excluding the UN Gerera/ pattern) results
from the characteristic epidemiological profile of the region it represents. For example, the
UN South Asia pattern describes an age pattern of mortality with “very high rates under age
fitteen and very high rates again at the oldest ages, with correspondingly lower mortality for
the prime age-groups”. This pattern is ascribed to a “high incidences of infectious, parasitic
and diarrheal diseases at the youngest ages and high mortality from diarrheal and respiratory

diseases art the oldest ages” (United Nations 1982).

For large areas of the Developing World, accurate information describing the mortality of the
population is not available because vital registration systems are incomplete and inaccurate.
Where that is true, model mortality patterns are used to substitute for real information. Two
important examples are populadon projections and estimates of child mortality. All
population projections must include informaﬁon describing existing mortality conditions and
educated estimates to describe mortality regimes that will prevail in the future. The Brass
estimators of child mortality (United Nations 1983), widely used in areas where accurate data
on child mortality are not available, rely on estimates of the age pattern of child mortality, and
in most cases a model mortality pattern is used for that purpose. Moreover, model mortality
patterns are used to evaluate data, to produce smoothed or corrected versions of faulty data
and to extend or fill in the age range of incomplete data. Demographers working in regions
where mortality data are inaccurate or incomplete depend heavily on model mortality patterns

to allow them to evaluate the data they have and to make reasonable estimates and predictions.

None of the data used to create either of the widely used collections of model mortality

patterns came from Sub-Saharan Africa. Consequently, it is not evident that the existing

[S8]
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model mortality patterns adequately describe the age-partems of mortality in Africa, and it is
only because there is nothing else that they are applied to African populations at all
Furthermore, the emergence of the HIV/AIDS pandemic in Africa has radically altered the
age pattern of mortality in large areas of the continent. Because the existing model mortality
patterns do not contain an “AIDS” pattern of mortality, they are no longer appropriate under
any circumstance where AIDS is a significant cause of death, or where AIDS is anticipated as a
significant cause of death in the near future. This is an even more significant problem than it
might first appear because of the crucial role that model mortality patterns play in routine
demographic work relating to Africa - precisely because there is a substandal lack of

comprehensive, accurate data describing mortality in Africa.

This part (of this dissertation) presents seven age-patterns of mortality derived almost
exclusively from data collected in Africa, including two patterns resulting from excess mortality
caused by AIDS. A fifteen-factor model is constructed to summarize the data, and that model
is used to isolate the AIDS-related components of mortality in the AIDS parttern. Last, the
AIDS components are superimposed in various amounts on one of the patterns to generate a

course set of model life tables that illustrates effects the of AIDS mortality.

MORTALITY DATA

To allow maximum flexibility in analysis, individual INDEPTH sites provided counts of deaths
and person vears observed in standard 0 to 85+ age groups by sex for single years of
observation for as many years of observation as possible. The majority of sites were able to
provide data in this format although one or two provided time-aggregated data. Table 1

summarizes the data on which this work is based.
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TABLE 1: INDEPTH MORTALITY DATA

Total Years of  Aggregated  Total Person Years
Site Country Data Begins Data Ends Data Years Observed

Agincourt South Africa 1992 1999 8 - 40331146
Dar s Salaam Tanzania 1992 1999 8 - 485,446.30
Ha Tanzania 1992 1999 8 1,045,152.69
Morogoro Tanzania 1992 1999 8 - T41,412.41
Bandafassi Senegal 1980 1999 14 - 144,475.61
Bandim Guinea Bissau 1990 1997 8 - 193,832.91
Butajira Ecthiopia 1987 1996 10 - 336,075.7t
Qubritenga Bukina Faso 1994 1998 5 - 482,100.40
Farefennu Senegal 1990 1999 10 - 98,073.70
Gwembe Tonga

Research Project Zambia 1936 1995 39 - 187,034.00
Ifakara Tanzania 1997 1999 3 - 159,639.00
Manhiga Mozambique 1998 1999 2 - 67,344.00
Maclab,

Comparison Arca Bangladesh -NA- -NA- 2 1988, 1998 203,744.00
Marlab,

Treatment Area Bangladesh -NA- -NA- 2 1988, 1998 211,770.00
Mlomp Sencgal 1985 1999 14 . 106,593.48
Navrongo Ghana 1993 1999 7 - 930,187.30

1985-9, 1990-4,

Niakhar Senegal 1985 1998 4 1995-8 372,880.00
Nouna Butkina Faso 1993 1998 6 - 174,689.62
Rufiji Tanzania 1999 1999 1 - 67,842.50
Total 169 6,413,605.29

The overall aim of this work is to identify age-patterns of mourtality for Africa and Asia using

longitudinal data from INDEPTH field sites. To adequately capture the variation in mortality

over time, the data from each site is grouped into three-year intervals, or as close to three-year

intervals as possible and practical, to yield 70 site-periods. The annual data in each of those

periods is aggregated to yield 70 site-period data sets for each sex: 140 site-period data sets in

all. Table 2 describes the periods that were chosen for each site.
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TABLE 2: SITE-PERIODS

Site 50-79 {8081 |82|83|84)85(86(|87|88[89(9091}92]193]94]|95]96[97|98(99

Agincourt
Bandafassi B . 2 ¢ 4 6

Bandim

Butajira 2
Dar es Salaam 2 4 6
Farefenm
Gwembe s
Hai 2 4 6
ffakara

Manhica

¥

4

g
~
-
o

Matlab, Comparison

Madlab, Treatment

Mlomp

Morogoro
Navrongo
Niakhar 2

Nouna

~
%
o

[

Outbritenga
Rufiji [ |

NB: Numerals label the periods chosen within each site. The AMMP sites in Tanzania Dar es Salaam. Hai and Morogoro stast and stop
observarion at midyear, so their data are reported in midyear to midyear intervals instead of the calendar year intervals. In each of those
cases, seven one-year periods are reported.
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PRINCIPAL COMPONENTS ANALYSIS

DATA SUMMARY

The goal is to identify a compacrt representation of the information contained in a large set of
observations on similar items. Principal components analysis transforms the observations to
produce an equal number of components that can reproduce all of the original observations
when combined in the appropriate proportions. The components differ from the original
observations in that they capture as much variation as possible in as few components as
possible. The first component accounts for the maximum variation that can be accounted for
with one component. After removing the variation associated with the first component, the
second component accounts for as much of the remaining variation as can be accounted for
with one component. This process continues until all the variation in the original data set has
been accounted for and the number of components equals the number of original
observations. The important consequence is that the majority of the variation in the data set is

accounted for in the first few components.

In this way a large set of observations may be summarized by a small number of components.
After deciding how much of the original variation must be retained, the analyst may choose to

discard the higher order components that account for the residual variation.

COMPONENT MODEL OF MORTALITY

The component model of mortality constructed here makes no substantive assumptions
regarding the underlying form of the age-specific mortality schedule. The model makes the
general assumpdon that an arbitrary age-specific mortality schedule can be decomposed into a
small number of individual components and a negligible residual term. Addidonally, it is

6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



assumed that there are a small number of components that together form a universal set of
age-specific morrality components, and that when combined in the appropriate proportions
they are able to reproduce any age-specific mortality schedule. For the purposes of this work,
these assumptions encompass only the complete set of mortality data examined here; however,
it is demonstrated that the “universal” mortality components generated from the INDEPTH
dara are capable of reproducing all of the CD and UN model life table mortality schedules to

within a very small tolerance.

Assume there are # separate components of the age-specific mortality schedule and g age
groups. Let m represent the g x 1 vector of age-specific logit(,4) values, and let C represent
the g x 7 matrix whose /" column is the g x 1 vecior containing the /* component of mortaliry.
Let abe a 7 x 1 vector of coefficients that determine how much of each component is used to
generate the moruality schedule, and let rbe a gx 1 vector of residuals, one for each age. Then

Equation 1 is a compact representation of the component model of mortality.

m=Ca+r
expanding this around the row for the 20 to 24 age group reveals

.
-
.

. 1
logit(,9x) |=| sem - @ [+ t| 560 -4, |+] 72

.
.
- - - -

where ¢4 is the value of {”component for the 20 to 24 age group,

a; is the value of the coefficient on the i"b component, and
ry is the value of the residual for the 20 to 24 age group.
Each of the column vectors contains g elements, one for each age group.

Equaton 1: Full Component Model of Morrality
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Once the matrix C has been identified through principal components analysis (described
below), the model may be used in many ways. First, it is informative to examine the shape of
the components themselves. The primary component (accounting for the bulk of the
variation in the data) represents the common underlying shape of the schedule as a function of
age. The second and higher order components define age-specific variations on the basic
shape. Moreover, it may be possible to associate certain substantive interpretations with the
components; for example, one may appear to affect the balance between child and adult
mortality, and one may appear to contribute or remove from a particular age group that is

affected by a specific condition such as maternal or AIDS-related mortality.

Once the components C are identified, estimates of the coefficients 2 that wransform the
components into a given mortality schedule may be obtained through an ordinary linear least
squares regression of the mortality schedule against the components C. The residual identified
in the regression is equivalent to r, and the regression coefficients are the elements of the
vector 2 with the addition of an extra element to store the constant estimated in the regression.
Let a’be the (#+1) x 1 coefficient vector with the additional element to store the constant
generated in the regression model, and let C’be the g x (#+1) matrix of components with one
additional column containing all ones to accommodate the constant in 2" The constant is
interpreted as a measure of the overall /fre/ of the mortality schedule while the coefficients
indicate how much of each age-pattern (component) is necessary to reproduce the overall age-
pattern in the original data. Interpreted in this way, the regression controls for level and
provides an estimate of how much of each component is contained within the data, or how

important each individual age-pattern is in generaring the age-pattern observed in the data.
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m=C'a'

expanding this around the row’ for the 20 to 24 age group reveals

logit(sqx ) | =| 5620 @y [+ H| 56 -a, [+]1-a,

.

where ;¢3 is the value of the i # component for the 20 to 24 age group,

a, is the value of the coefficient estimated on the / » component, and
a, is the the constant term estimated in the regression
which takes the same value for all age groups.
Each of the column vectors contains g elements, one for each age group.

Equadon 2: Regression Component Model of Mortality

Ignoring the residual and postnultiplying C’ by a’ (Equation 2) yields the original mortality
schedule purged of the residual  Together with C°, the (#+1) x 1 vector a’contains all the
information needed to reproduce the original mortality schedule to within £ In most cases the
number of components, (#+1), necessary to adequately encode the mortality schedule is much
less than g, the number of age groups. As a result, a’is a compact representation of the
mortality schedule that encodes the fundamental shape of the schedule without the “noise”
associated with the high order components and the residual term. Additionally, by adjusting
the constant term contained in the last element of a', it is possible to arbitrarily set the level of

the mortality schedule withour affecting its age-pattern.

The individual coefficient vectors associated with each mortality schedule represent the most
important dimensions of the mortality schedules and can be compared and grouped without
worrying about the high-order noise associated with the individual schedules. Moreover, by

comparing only the coefficients corresponding to the components and ignoring the constant, it
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is possible o compare individual mortality schedules based only on their individual age-
patterns and not on differences in their level. Correspondingly, by comparing only the constants
associated with two mortality schedules, the influence of the age-pattern is effectively removed

(controlled for), and it is possible to compare the mortality schedules based only on their level.

10
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PRINCIPAL COMPONENTS OF INDEPTH MORTALITY DATA
For each sex, logit(,7,) values are calculated for the eighteen standard 0-85 age groups in each
of the site-periods, according to Equation 3 and Equation 4’. This vields a 70 x 18 data set
consisting of one column for each site-period and one row for each age group, with each cell

containing a value of logit(,4,) corresponding to the specified site-period and age group.

n M,
1+n(l=,a, ), M,

Where o is the life table probability of death between ages x and x+r for those who survive to age x, WM. is the
observed mortality rate (the ratio of deaths to person years lived) for those aged x and x~+», and e, is the average
proportion of years between ages x and x—+# lived by those who die in that age interval®.

I =

Equation 3: nqx as a Function of nMx

Equadon +: logit(,4.)

20, 14, 3-9, 10-14, 15-19, 20-24, 25-29, 30-34, 35-39, 4044, 45-49, 50-54, 55-59, 60-64, 65-69, 70-74, 75-79, 80-34.

} The raw age-specific logjt(«4:) values were mildly smoothed using a weighted moving average over age; the smoothing kernel
being (029, 0.43, 029].

¢ Without substantally more data mbulated by single year of age it is not possible to dirccdy calculate or estimate the values of
«. Moreover, except for the youngest ages, the value of .4 is always near 0.5. At the youngest ages, the values are much
closer to 0.25. Additionally, the life table is not highly sensitive to the exact values chosen as long as they are close to 0.25 for
ages less than five years and close to 0.5 for ages older than five years. In this work, the value of ., used for ages older than
five years is 0.5. For ages younger than five years, the values for . are for males 033 for ages 0-1 and 0.25 for ages 1-4, and
for females 0.35 for ages 0-1 and 0.25 for ages1 . These are loosely adapted from the CD West model life table system (Coale,

Ansley J. and Paul Demeny. 1966. Regional Model Life Tables and Stable Populatons. Princeton, New Jersey: Princeron

University Press).

11
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The fator’ and score routines provided with the STATA® stasistical sofrware package release 5.0
(STATA Corporation 1997) are used to calculate the principal components of the 70 x 18
covariance matrix’ associated with the data set described above. Each age group (row) in the
dara set is given a weight equal to the total number of person years of observation for the age
group summed across all site-periods. Fifteen of the resulting 70 principal components are
retained, and for both males and females those fifteen components account for greater than

99.99 percent of the variation in the data.

MALE
The first fifteen principal components calculated using the INDEPTH male data are contained

in Table 3 and Figure 1. The primary (first) component obviously represents the underlying
age-pattern of mortality, and together components two through four modify the age-pattern in
a way that is consistent with morrality caused by AIDS. Component two in particular has the
shape necessary to account for increased mortality between the ages of 20 and 64.

Components three and four allow modifications berween 20 and 49 and during childhood.

The primary component crosses the x-axis between ages five and nine and again berween ages

30 and 34 with the result that as the coefficient on the primary component increases, child and

5 The factor routine is used with the options [pc] to request principal components analysis, [covarance] to specify that the
covariance matrix is analyzed and [weight] to specify the weighting.

6 The covariance matrix is used so that the observadons are not standardized before the cilculaton. The resulting principal
components refer to the unsandardized observations and can be directly recombined to produce age-specific mortality
schedules that need no further ransformation, except for the inverse logit, to produce values of 4.

12
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TABLE 3: FIRST FIFTEEN PRINCIPAL COMPONENTS
OF INDEPTH MALE MORTALITY
UNITS OF LOGIT(,q;)

AgePCl__PC2_ PC3__PC+_PC5 PC6 PC]__PCB_PCO__PCI0 PCIl PCI2_PCI3_PCI$_ PCIS
0 35206 09092 05861 07908 09517 -0.1341 -00818 00137 -00715 -0.0257 -00624 00275 00939 .00773 -0.0056
[ 21060 -1.3263 04162 02302 00323 01009 00104 00263 0.0459 -0.0008 0037t -00160 00626 00489 00025
5.9 .6237  -1.3939 02097 02409 03600 01113 00420 00000 -0.0094 00129 -00139 00089 -0.0443 -00346 0.0001
10-14 38913 06672 02893 02781 02373 02707 0814 007N 01137 00413 00198 00100 00234 00162 0.0013
15-19 42300 02142 050140 02019 -0.109%4 00071 0.1223 -0.1077 02174 00260 00616 -0.0360 -0.0171 -00103 -0.0055
20-24 -29701 10178 02872 05311 02605 02447 -00343 00151 -0.0975 -00369 -0.1389 0.0622 00185 00143 00003
35.29  .1.3633 15292 .0.2994 02827 02560 00229 02078 0.1704 -0.1585 00290 0.1827 .0.0389 -0.0237 -00082 00135
30-34 00101 1.6798 08204 01323 0.1790 0.3tt1 01093 -0.1431 0.t19t 0.1215 -G.1161 -0.0862 00321 -0023t1 -0.0333
35-39 11271 15442 05701 03670 -00745 02137 00288 -00588 0.1346 -0.1331 00150 0.1368 -00566 00521 00674
40-44 20278 1.4749 02600 03663 02405 0.1735 03823 01487 00608 -0.1717 00395 0.0461 00852 -00358 -0.0863
4549 29895  1.1639 00904 03435 03401 04071 03410 01576 -0.0829 00946 -00489 -0.1475 00459 00031 0.0489
50-54 30242 07764 04165 -0.27" {02578 04380 00074 -0.2064 -0.0613 02585 -0.0078 0.0370 -0.0202 00447 0.0390
53.59 30339 04222 96651 03319 01043 01733 03776 03370 -0.0928 00997 01143 01160 00040 -00381 .0.08%
60-64 64716 01705 09022 02772 00053 00324 -0.4303 -0.1194 -00338 -03066 -0.0430 -0.t138 01070 -00853 0.1084
63-69 82046 00280 08817 01134 0.1607 01749 03034 01980 00741 02004 -0083+ -0.1207 .0.1348 0.1284 01121
70-73 09266 -0.0834 09632 01994 03252 02939 00499 05487 03829 01610 -0.0376 0.0641 -00381 0.0069 00222
TS-79 0 11LT097 00984 10259 03481 05681 06360 04503 03536 02699 03511 Q0297 0.1869 01476 -0.1304 0.0800
BO.84 137690 .0.1067 1401 10822 10750 -1.5415 14284 -0.8888 -0.9189 -0.1067 0.0850 -0.1085 -0.0877 00748 0.0021
% Var® 08712 00839 00153 00077 00062 00037 00024 00014 00012 00007 00004 00003 00002 0000t 0.0001
.(au:.::t 08712 09601 09755 09832 09894 09931 09955 0999 09981 09988 09992 09995 09997 09998 09999
* Percent V' Expl. §: ° Cumul Percent V! Explained
adult mortality increase while the mortality of teenagers and young adults decreases.

Consequently, the first coefficient determines the ratio of child and aduit morrality to teenage

and young adult mortality. This is likely due to the fact that mortality of the very young and

elderly is more sensitive to adverse (or advantageous) conditions than the mortality of the

generally healthy and robust teenagers and young adults’. Naturally then, this balance accounts

for a great deal of the variation in the data and is therefore encoded in the first component.

Remember, that the overall level of morrality is governed by the value of the constant term in

Equation 2, so the coefficient on the first component is really only responsible for the age-

balance, not for the absolute level of mortality at any age.

" [t is also worth noting that the impact of the first component is not constant with age, where the value of the first component
is close to zero, the absolute impact is much smaller than when the value of the first component is more different from zero.
Examining the curve reveals that the absolute cffect of the first component increases significandy with age past age 39.

13

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Fimt Five Principle Components: Male

(explain 98.34% of weal veriance)
15
Ir -
1
! ]
"
1G] o
kL
£ L4
i, -
By
i
i [ -
F4 A
i S o>
0 4
T N—— o
) o
+ o —y
5
3 » S » 2 K > > > o > Y K ~
N R SO S e o d’? ;i o __1\%" \’\? PO B ’,«‘

O | bl e | i —

Figure 1: First Five Principal Components of INDEPTH Male Mortality.

FEMALE

The first fifteen principal components of INDEPTH female morrtalitv are conrained in Table 4
and Figure 2. In broad terms they are very similar to the male components. However, the
primary component contains a significant positive bulge berween ages 20 and 44 which is
absent on the male primary component (see Figure 3). The most likely explanation for this is
that it accounts for the maternal mortality experienced by the female population. Additionally,
the second component describes a somewhat narrower, younger partern of deviation thar at its
peak is of slightly greater magnitude than the males (see Figure 4). This likely results from the
general fact thac the effect of AIDS on female mormlity is younger and more focused in age
than its effect on male mortality. The third and fourth components are virtually identical for

males and females except at older ages. Because the data at older ages are more likely to be

14
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inaccurate, and since the differences are large only at the oldest ages, they will not be

interpreted.

TABLE 4: FIRST FIFTEEN PRINCIPAL COMPONENTS
OF INDEPTH FEMALE MORTALITY
UNITS OF LOGIT(,q;)

Age  PCl PC2 PC3 PC4 PC5 PC6 PC?7 PC8 PC9 PCil0 PCIl PCI2 PC13 PCl4 PCl5

[ 35313 04696 -0.2823 09837 06458 -0.4557 -0.5026 -02507 00375 -0.0815 -00516 -0.0245 00183 0009 -0.1023
14 23801 -1.1570 -0.3886 03453 -00051 -0.1870 .00543 00899 -00276 00054 00376 0027 00123 00075 0.0693
5-9 43553 -1.5460 -04143 01775 03376 00598 00976 00563 -00250 00135 00422 00158 00003 .0N028 -0.0467

10-13 39397 10972 00003 02918 02369 02186 -0.0422 02020 00855 -0.0112 00366 00076 00187 00038 00187
15-19 38199 00125 0.6053 02285 03222 00854 0.1449 01722 .0.1569 -0.0147 -0.034! 00008 -00486 -0.0082 -0.0065
20-24 22312 10835 027 05368 -03124 -0.1589 0.1621 00696 02258 .0.0418 00319 -0.0306 00716 -00062 -0.001%
25.29 08902 1.6924 -0.1814 05157 02909 03444 0084t -0.1418 00648 0.1300 0.0070 00948 00527 00294 -0.0112
30-34 01141 18996 -0.6129 00698 00584 03515 -0.1415 0003 00994 0046 00620 -0.1350 00061 -00375 00313
35-39 03159 17325 .06989 -0.7004 03716 -00558 -00309 02363 -0.0152 00941 00901 00743 00619 00360 -0.0306
40-44 07340 12876 -0.2148 07254 00605 05754 00212 00973 02371 0.1248 00473 00139 01273 .00655 00098
4549 14083 08007 0.4921 05216 -02276 -1.5815 0.1042 02427 -02023 00497 00439 00532 00521 01314 00018
50-54 24523 02582 0.7844 03784 04306 -0.1563 -0.2427 -0.1569 02432 .0.0833 00309 20400 00773 01118 0.0475
35-39 38123 00959 10571 04104 04334 02157 04918 0.1446 00872 02270 C.I135 00077 01201 00071 -0.0628
60-64 54730 02709 09026 -0.2793 02074 04606 -0.3685 02549 02940 0.1110 -0.2140 -0.009 00205 00886 0.0637
65-69 T4297 01483 06362 -0.1330 03840 03041 02144 00973 00260 03456 -0.0498 0.0983 0.1588 .0.098] -0.0650
70-73 92290 41971 04828 01217 04232 03758 05258 00544 -CC2405 02968 02371 01387 00093 -00193 -0.0319
75-7 11.208t  0.0265 02309 02767 03649 04929 08747 02562 00128 -0.1368 02313 -0.1680 -0.1436 0.0685 -0.0035
40-84 134986 08028 -00993 03120 02427 0.6651 15384 -05054 00902 -09873 -0.3832 0279 00119 -00200 0.0403

s Var. 08249 01176 00191 0015 00073 00063 0004 00012 00014 0001 00004 00003 00003 00002 0.0001

"‘{“1 18249 09425 09616 09766 09830 09903 09944 09963 09977 09987 09991 09994 0999 09998 09999
°

* Percent Vanance Explained: ° Cumulanve Percent Vanance Explained
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First Five Principle Components: Female
{explain 98.40% of total variance}
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Figure 2: First Five Principal Components of INDEPTH Female Mortality

MALE AND FEMALE PRINCIPAL COMPONENTS CONTRASTED

First Principle Component
Expleios: Male 87.12%, Female 5249

Lompunent Vsl [hagiey)]

Figure 3: First Prncipal Component of INDEPTH Morality
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Figure 4: Second Principal Component of INDEPTH Mortality
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Figure 5: Third Principal Component of INDEPTH Mortality
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Fourth Principle Component
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Figure 6: Fourth Principal Component of INDEPTH Mortality

Figure 3, Figure 4, Figure 5 and Figure 6 plot the first four principal components of
INDEPTH mortality for both the males and females together in order to clearly demonstrate

the differences between the male and female components. These differences are discussed

briefly above.

In order to examine the generality of the INDEPTH components of mortality, the existing CD
and UN model mortality patterns (at levels corresponding to an expectation of life at birth of
55.00 years) were regressed against the INDEPTH components of mortality in a simple linear
ordinary least squares regression. The regressions were run against all fifteen of the
INDEPTH components, the first ten, and finally the first five. In each case, the fit statistics
were examined and the predicted mortality patterns were calculated and visually compared to
the patterns that were fit. Table 5 displays the R fit stadistic for those regressions. Using all

fifteen components produces near-perfect fits that are able to faithfully reproduce the existing

18
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parterns in all respects. Reducing the number of components used has the expected effect of
reducing the quality of the overall fit and failing to correctly model the higher frequency
variation in the model patterns. Using ten components still produces a reasonable fit, and
using five or six components is acceptable in most circumstances; however with a small
number of components, there is a substantial “smoothing” due to the lack of high frequency
components. This is actually useful if the aim is to capture the fundamental shape of the
mortality curve, or if the data are dirty and it is necessary to fit the basic shape and ignore the

smaller bumps and dips that may be meaningless.

19
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TABLE 5: R? VALUES FROM LINEAR
REGRESSIONS OF EXISTING MODEL
MORTALITY PATTERNS ON THE
INDEPTH COMPONENTS

Model Male Female

Fit with First 15 Components

North 0.99999977 0.99995679
South 0.99942947 0.99904130
East 0.99999192 0.99999787
West 0.99993368 0.99987175
Latn America 0.99971166 0.99908125
Chile 0.99999361 0.99986967
South Asia 0.99984172 0.99933633
Far East 0.99997782 0.99999868
General 0.99995098 0.99977579

Fit with First 10 Components

North 0.29783385 3.393837005
South 0.99643755 0.99382783
East 0.99956920 0.99957740
West 0.99955650 0.99792047
Latin Amenca 0.9988835+4 0.99593977
Chile 0.99949656 0.99909239
South Asia 0.99815676 0.99675165
Far East 0.99965167 0.99910922
General 0.99965960 0.99824604

Fic with First 5 Components

North 0.99886669 0.99633704
South 0.99182770 0.98825846
East 0.99656374 0.99403000
West 0.99678475 0.99452655
Latin America 0.99480725 0.98818531
Chile 0.994-48695 0.98020460
South Asia 0.99272203 0.98342185
Far East 0.99698749 0.99560908
General 0.99637700 0.99412156
20
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INDEPTHMORTALITY PATTERNS
The overall aim of this work is to identify common age-patterns of mortality in the INDEPTH
data. The resulting patterns provide a distilled representation of the important mortality
conditions experienced by the populations from which the data come. Moreover, some
understanding of the age-parterns of mortality in Africa, based on empirical data from Africa,
is invaluable to demographers and planners of all kinds who must account for present and

future morrality in much of their work.

COMPONENT CLUSTERING METHOD
The most critical task in identifying the common underlying mortality patterns is to identify
clusters of similar mortality patterns; in this case clusters of site-periods with similar age-

patterns of mortality. This is a pardcularly difficult exercise that necessarily involves some

subjective input from the analyst.

A given age-pattern of morrality can be observed at various /4zels resulting from the fact that
there may be causes of mortality that affect all ages in roughly the same way and consequently
do not produce an age-pattern. Given that, there are two separate dimensions on which
mortality schedules may be clustered: age-pattern and /level. The age-pattern of a mortality
schedule contains a lot of information regarding the epidemiological profile of the population

from which the data are collected and is consequently of primary interest here.

One of the substantal advantages of the component model of mortality is the distilled,
parsimonious representation of a mortality pattern that results from regressing it on the

components. The vector of regression coefficients contains independent information on the age-

21
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pattern and level of the morrality schedule. Thar fact allows the creaton of clusters of age-

patterns without respect to level.

To create the age-pattern clusters, all 70 of the INDEPTH mortality schedules for both males
and females are regressed against the appropriate sex-specific components of INDEPTH
mortality. The coefficients corresponding to the first four principal components are retained
and the other eleven plus the constant are discarded. The first four principal components
account for 98.32 percent of the variation in the male data and 97.66 percent of the variation
in the female dara, making them sufficient to caprure all but the finest nuances in the age-

pattern of mortality. These form a collection of 70 4 X 1 coefficient vectors for each sex.

The agglomerative hierarchical clustering algorithm provided with the S-Plus 2000
Professional® statistical software package release 3 is used to identify clusters of similar
coefficient vectors for each sex.® The “Ward” method used here is described by the provider

of the software as follows:

The basic hierarchical agglomerative algorithm starts with each object in a separate
group. At each iteraton it merges two groups to form a new group; the merger
chosen is the one that leads to the smallest increase in the sum of within-group sums
of squares. The number of iterations is equal to the number of objects minus one, and
at the end all the objects are together in a single group. (Mathsoft Inc. 1999b)

For a detailed discussion of clustering techniques and this particular algorithm please see

Mathsoft Inc. (1999a), Scruyf and Hubert (1997), and Kaufman and Rousseeuw (1990). This

8 S-PLUS's "agnes” routine was used with options: metric = euclidean, stindardize = true, and linkage type = ward.

? A number of clustering techniques were applied to both the raw and transformed data and to the coefficient vectors,
including agglomerative hierarchical custering, partdoning around K-means, partitoning around K-medoids, fuzzy

22
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routine was applied separately to the male and female data sets, each consisting of four

columns, one for each coefficient described above, and 70 rows, one for each site-period.

CLUSTERS

The method described above identified five robust clusters in the male data and seven robust
clusters in the female darta, presented in Table 6. Because females are subject to the additional
risk of maternal mortality that is not experienced by the males, the female age-patterns are
always more complex and so it is not surprising that two more clusters were identified in the

female data. Categorizing the male data into the seven female clusters produces seven male

TABLE 6: INDEPTH MORTALITY AGE-PATTERN CLUSTERS

MALE FEMALE
Cluster / Cluster /

ID Site-Penod Pattern iD Site-Period Pattern
26 Bandafassi: 80-84 1 26 Bandafassi: 80-84 1
27 Bandafassi: 85-87 1 27 Bandafassi: 85-87 1
28 Bandafassi: 88-90 1 28 Bandafassi: 88-90 1
29 Bandafassi: 91-93 1 29 Bandafassi: 91-93 1
30 Bandafassi: 94-96 1 30 Bandafassi: 94-96 1
31 Bandafassi: 97-99 1 31 Bandafassi: 97-99 1
36 Butajira: 87-89 1 32 Bandim: 90-91 1
37 Bumjira: 90-91 1 40 Oubritenga: 94-95 1
38 Butajira: 92-93 1 41 Oubritenga: 96-98 1
39 Buujira: 94-96 1 43 Farefenni: 96-97 1
40 Oubritenga: 94-95 1 44 Farefenni: 98-99 1
47 Gwembe Tonga Rescarch Project: 84-86 1 5 G be Tonga R h Project: 50-80 1
65 Niakhar: 85-89 1 49 Gwembe Tonga Research Project: 90-92 1
66 Niakhar: 90-94 1 30 Gwembe Tonga Research Project: 93-95 1
67 Niakhar: 95-98 1 51 Ifakara: 97-99 1
69 Nouna: 96-98 1 52 Manhiga: 98-99 1
34 Madab, Comparison Area: 98 2 65 Niakhar: 85-8% t
55 Matlab, Treatnent Area: 88 2 66 Niakhar: 90-94 1
56 Matlab, Treatment Area: 98 2 67 Niakhar: 95-98 1
59 Mlomp: 91-93 2 70 Rufiji: 99 1
60 Mlomp: 9496 2 53 Mathab, Companison Area: 88 2
1 Agincourt: 92-93 3 54 Mailabh, Comparison Area: 98 2
2 Agincourt: 94-95 3 55 Matlab, Treatment Area: 88 2
3 Agincourt: 96-97 3 56 Madab, Treatment Area: 98 2

partidoning, divisive hierarchical clustering. Three different satistical software packages, STATA®, S-PLUS® and MVSP®,
were used, and in each case all of their clustering routines were tried. All of the methods produced essendally the same clusters
but differed in the clarity of their ourput and in how they managed ambiguous cases. The agglomerative hierarchical algorithm
provided with S-PLUS was eventually chosen based on its clear and robust theotetical underpinnings and the fact that its
output is casily understood and interpreted.  Moreover, it appeared to provide the most robust clusters and the most efficent
means of categorizing ambiguous cases.

23
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TABLE 6: INDEPTH MORTALITY AGE-PATTERN CLUSTERS

MALE FEMALE
Cluster / Cluster /

D Site-Period Pattern ID Site-Period Pattern
11 Dar es Salaam: 1998-99 3 57 Mlomp: 85-87 2
35 Bandim: 96-97 3 61  Mlomp: 97-99 2
5 Dar es Salaam: 1992.93 4 2 Agincourt: 94-95 3
32 Bandim: 90-91 4 3 Agincourt: 9%6-97 3
33 Bandim: 92-93 4 4 Agincourt: 98-99 3
34 Bandim: 94-95 4 7 Dares Salaam: 1994-95 3
42 Farefenni: 94-95 4 8 Dares Salaam: 1995-96 3
43 Farefenni: 96-97 4 9 Dares Salaam: 1996-97 3
+  Farefenni: 98-99 + 10 Dares Salaam: 1997-98 3
45 Gwembe Tonga Research Projecr: 50-80 4 11 Dares Salaam: 1998-99 3

Gwembe Tonga Research Project: 81-83 4 35 Bandim: 96-97 3
49 Gwembe Tonga Research Project: 90-92 + 1 Agincourt: 92-93 4
53  Matlab, Comparison Area: 83 4 33 Bandim: 92-93 4
57 Mlomp: 85-87 ) 34 Bandim: 94-95 4
58 Mlomp: 88-90 + 42 Farefenni: 94-95 4
61  Mlomp: 97-99 4 62 Navrongo: 93-95 4
62 Navrongo: 93-95 + 63 Navrongo: 96-97 4
63 Navrongo: 96-97 4 64 Navrongo: 98-99 4
64 Navrongo: 98-99 4 68 Nouna: 93-95 4
68 Nouna: 93-95 + 5 Dares Salaam: 1992-93 5
70 Rufiji: 99 + 6 Dares Salaam: 1993-94 5
4 Agincourt: 98-99 5 12 Hai: 1992-93 5
6 Dar es Salaam: 1993-94 5 13 Hai: 1993-94 5
7 Dares Salaam: 1994-95 s 14 Hai: 1994-95 5
8 Dar es Salaam: 1995-96 5 15 Hai: 1995-96 5
9 Dares Salaam: 1996-97 5 16 Hai: 1996-97 S
10 Dar es Salaam: 1997-98 5 17 Hai: 1997-98 5
12 Hai: 1992-93 5 18 Hai: 1998-99 5
13 Hai: 1993-94 5 19 Morogoro: 1992-93 5
14 Hai: 1994-95 5 20 Morogoro: 1993-94 5
15 Hai: 1995-96 5 21 Morogoro: 1994-95 5
16 Hai: 1996-97 5 2 Morogoro: 1995-96 5
17 Hai: 1997-98 5 23 Morogoro: 1996-97 5
18 Hai: 1998-99 5 24 Morogoro: 1997-98 5
19 Morogoro: 1992-93 5 25 Morogoro: 1998-99 5
20 Morogoro: 1993-94 5 36 Bumijira: 87-89 6
21 Morogoro: 1994-95 5 37 Bumjira: 90-91 6
2 Morogoro: 1995-96 5 38 Bumjira: 92-93 6
23 Morogoro: 1996-97 5 39 Bumjira: 94-96 6
24 Morogoro: 1997-98 5 58 Mlomp: 88-90 6
25 Morogoro: 1998-99 5 69 Nouna: 9%6-98 6
41 Oubritenga: 96-98 5 46 Gwembe Tonga Rescarch Project: 81-83 7
48 Gwembe Tonga Rescarch Project: 87-89 5 47 Gwembe Tonga Rescarch Project: 84-86 7
50 Gwembe Tonga Research Project: 93-95 5 48 Gwembe Tonga Research Project: 87-89 7
51 Ifakara: 97-99 5 59 Mlomp: 91-93 7
52 Manhiga: 98-99 5 60 Mlomp: M4-96 7

In many cases periods from the same site are grouped in the same cluster reassuring us that the
clustering algorithm is identfying and grouping mortality schedules that are fundamentally

similar. Where periods from the same site are assigned to different clusters, mortality has been
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changing significantly over tme, and the morrality schedules from two different periods in

tme are substanually different.

MORTALITY PATTERNS

After the clusters are identified, a characteristic age-pattern of mortality is identified for each
cluster. In keeping with the use of the component model of mortality, for each of the fifteen
coefficients derived from the regression of the individual site-period mortality schedules on the
fifteen components of INDEPTH mortality, the weighted average across the site-periods in
each cluster is calculated. The weights used are the person years of observation in each site-
period. This yields the average amount of each of the fifteen components and the constant
that is needed by each of the morzality schedules in a given cluster. When these average values
are combined with the components through Equation 2, the result is the weighted average
mortality schedule for each cluster. By varying the constant, the mortality schedules can be
adjusted to an arbitrary level, and for convenience's sake, the seven INDEPTH mortality
patterns prescated in Table 7 are adjusted to a level thar yields a life expectancy at birth of
55.00 years. Table 7 presents the male and female patterns organized into the seven female-
derived clusters. This is done to facilitate comparison of the male and fernale patterns. The
five male-derived patterns are retained when the male data are organized into the female-
derived parterns; this simply creates two sets of two slightly redundant male patterns. The
author verified this by producing the male patterns based on both the male and female-derived

clusters.
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TABLE 7: INDEPTH MORTALITY PATTERNS

LOGIT(nq:)
Pattern
Age ] 2 3 4 3 6 7
Male

0 -1.1821 -1.0939 -1.6252 -1.3192 -1.3260 -1.3778 -1.2170

1-4 -1.3230 -1.4728 -1.7509 -1.4661 -1.593t -1.3428 -1.3911
59 -1.6722 -1.9849 -2.0255 L7771 -1.9413 -1.5184 -1.7003
10-14 -21807 -2.3702 223544 -2.1811 -2.2056 -1.8187 -2.0821
15-19 -2.2386 225108 -2.2378 -2.2402 -2.1341 -1.8875 -2.1865
20-24 -2.1049 -2.4333 -1.9393 -2.1120 -1.8661 -1.8463 21345
25.29 -1.9047 2277 -1.6891 -1.9157 -1.6286 -1.8062 -2.0705
30-34 -1.7481 221099 -1.5053 -1.7563 -1.4667 -1.7737 -2.0261
35-39 -1.6588 -1.9003 -1.3908 -1.5743 -1.3647 -1.7097 -1.8115
1044 -1.5905 L7467 -1.2490 -1.4380 -1.2778 -1.5853 -1.6832
4549 -1.4908 -1.5228 -1.1515 -1.3033 -1.2277 -1.4725 -1.4792
50-54 -1.3399 -1.2380 -1.0762 -LL1844 -1.2131 -1.3443 -1.3307
35-39 -1.2138 0.9738 0.9546 -1.0316 -1.1841 -1.2052 -1.1678
60-64 -1.0475 0.7508 -0.7807 -0.8254 -1.0605 -1.0625 -0.8985
65-69 0.8344 -0.5340 -0.5862 -0.6689 -0.8813 -0.8767 0.6242
J0-74 0.6132 02143 -0.3531 -0.5276 0.6934 0.6775 0.3279
75-79 -0.3790 -0.0674 0.1027 -0.3782 -0.4948 -0.4865 0.1158
80-84 0.1107 0.2082 0.1747 -0.2005 0.2477 -0.3257 0.0226

Female

0 -1.1678 -1.0304 -1.4926 -1.2429 -1.2667 -1.4005 -1.1935
1-4 -1.2698 -1.3893 -1.6489 -1.4084 -1.5306 -1.3479 -1.2674
3-9 -1.6070 -1.9119 -1.9691 -1.7526 -1.8930 -1.5252 -1.5658
10-13 -2.1326 25732 -2.3076 -2.176 -2.1938 -.83i9 -21678
15-19 -2.0958 -23195 221232 -2.2106 -2.0281 -1.8767 -2.5014
20-24 -1.9525 221988 -1.8469 -2.0725 -1.6854 -1.8322 -2.3502
25.29 -1.8484 21152 -1.6241 -1.9094 -1.4610 -1.7935 221065
30-34 -1.8019 21711 -1.4641 -1.8040 -1.3720 -1.7781 -1.7919
35-39 -1.7623 221811 -1.3715 -1.7224 -1.3793 -1.7215 -1.5495
044 -1.7020 -1.9609 -1.3386 -1.6330 -1.4161 -1.6174 -1.5311
43-49 -1.6005 -1.6935 -1.2734 -1.4865 -1.4478 -1.4856 -1.6743
50-54 -1.4831 -1.4249 -1.2305 -1.3010 -1.4333 -1.2875 -1.5927
55-39 -1.3321 -1.1522 -1.0773 -1.0693 -1.3500 -1.1067 -1.4082
60-64 -1.1252 4).8883 -0.9092 -0.7946 -1.1827 -0.9697 -1.0982
65-69 -0.8707 0.6080 -0.6508 -0.6352 -0.9797 -0.8405 -0.7822
T0-74 0.6243 -0.3002 -0.4577 -0.4904 -0.7919 0.7177 0.5037
75-79 -0.3983 -0.0193 -0.2001 -0.3331 0.5537 -0.6067 -0.1865
80-84 -0.2084 0.2012 0.1935 -0.1574 0.2269 -0.4946 0.1573

Figure 7 through Figure 15 plot the seven INDEPTH age-patterns of mortality for both males

and females. The pattems are arbitrarily named 1-7'°, and a discussion of the patterns follows

the plots.

1 This is done to avoid the potental stigmatization that could result from more descriptive names.
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PATTERN 1

The first pattern is similar to the CD North and UN Latin American model life table age-
patterns of mortality, see Compared to the Coale and Demeny and United Nations Model Life
Tables, below. There is no indicaton that HIV/AIDS affects pattern 1, and the male and
female age-patterns are similar with the exception of a bulge in the female pattern during the
reproductive years, presumably caused by maternal mortality. Pattern 1 is primarily derived
from sites in West Africa over the entre period covered by the INDEPTH data set.
HIV/AIDS has not yet become as significant a problem in West Africa as it is in Central and
Southern Africa, so it is not expected to see a large impact of AIDS in the data from West
Africa. It is worth noting that child mortality between the ages of one and nine is significant
and substantially elevated above the most similar existing models, below. This is in keeping

with the fact that malaria prevalence is high in West Africa, and it has a large impact on those
ages.
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PATTERN 2

Pattern 2 is the only pattern to contain significant contributions from Asia, and it is in fact
dominated by data from the Matlab project in Bangladesh. The only other site to contribute
dara to this pattern is the Mlomp site locared in Senegal. Again, the male and female patterns
are similar with the exception of maternal mortality. However, pattern 2 is strikingly different
from all of the others in that the morality of children, teenagers, and young adules is
comparatively very low, and correspondingly the mortality of older adults is comparatively
high. In keeping with the fact that the data contributing to this pattern come from Bangladesh
and Senegal, it is not surprising that there is no evidence at all of an HIV/AIDS impact.
Pattern 2 is very similar to the UN South Asia pattern, as it should be coming largely from

South Asia, see below.

PATTERN 3

The sites contributing ro pattern 3 are almost exclusively located in South and East Africa;
South Africa and Tanzania in particular. This pattern obviously contains some influence of
HIV/AIDS, but not nearly to the degree observed in pattern 5. The South African data come
from the Agincourt site, where mortality is extraordinarily low compared to the other
INDEPTH sites in Africa, and where HIV/AIDS is recognized but not yet impacting the
population in the catastrophic sense that it is in other parts of Southern and East Africa. The
remainder of the data come from the Dar es Salaam site where there appears to be a greater
impact of HIV/AIDS. This pattern is most similar to the UN Far East pattern of morrality
corresponding to the fact that infant and child mortality are very low compared to moreality at

older ages. A noteworthy feature of this pattern is the fact that infant and child mortality does
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not appear to be substanrially elevated as might be expected when HIV/AIDS is an important

contributor to mortality.

PATTERN 4

Pattern 4 is 2 variation on pattern | with the important difference manifested in the 35-69 age
range. At all other ages, patterns | and 4 are negligibly different except that infant and child
mortality in pattern 4 is consistently slightly lower than pattern 1. But between ages 35 and
roughly 69, pattern 4 reveals significantly higher mortality than pattern 1. This pattern is most
similar to the UN General pattern for females and UN Latin America for males. As was the

case with pattern 1, most of the dara contributing to pattern 4 comes from West Africa.

PATTERN 5

The HIV/AIDS pattern of mortality is most clearly visible in pattern 5. The data contributing
to pattern 5 are derived trom the three Tanzanian sites run by the Adult Morbidity and
Morrality Project (AMMP) in Dar es Salaam, Hai, and Morogoro. There is a striking bulge in
the mortality of males berween the ages of 20 and 54 and for females between the ages of 15
and 49. Additionally, the female bulge is significantly narrower and more pronounced
corresponding to the fact chat the female population is infected earlier and within a tighter age
range than the male population. This pattern is not particularly similar to any of the existing
model patterns, but it is most closely matched (below) with the UN General (female) and Latin
American (male) model patterns. Pattern 5 differs from pattern 3 mainly in the shape of the
HIV/AIDS impact. The effect is more diffuse with age in pattern 3; meaning that morrality is
elevated through a broader age range, the magnitude of the elevation is more consistent, and

the differences berween the sexes are less apparent. Pattern 3 is derived largely from the Dar
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es Salaam data, and this may reflect the fact that the epidemic is more mature in Dar es Salaam
and has consequently had enough time to infect a wider age range of people of both sexes. As
with pattern 3, it is worth noting that infant and child mortality do not appear to be
substantially affected in 2 manner comparable to adult morrality, and this is in contradiction to
what is known about HIV prevalence and vertical transmission. Further investigation is

necessary to determine why this effect is not prominently measured in these data.

PATTERN 6

Pattern 6 is one of the two additional patterns identified in the female data. It is an interesting
pattern that reveals high mortality of children and tecnagers together with comparatively low
mortality of infants and adults of all ages. This pattern is exhibited by sites in Northeast and
West Africa with mosr of the data coming from Ethiopia. Without additional informadon, it is
not possible to speculate on what may be producing this unique pattern. The male pattern is
most similar to the CD North model pattern, and the female pattern is closest to the CD West
model - both of which embody high mortality in the same age ranges. They deviate from
those patterns in that infant mortality is substandially less than would be found in the either
model pattern, and child and adolescent mortality is significantly higher: this might be called

the “Super North” partern.

PATTERN 7

Pattern 7 is the other additional partern identified in the female data, and it is also interestng.
It is derived from two sites located in Central and West Africa. The reason why it was
identified in the female data are obvious; there is a substantial bulge in the female age-pattern

berween ages 25 and 44. This most likely results from serious maternal mortality, the risk of
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which increases with age. The site in Zambia is a rural site without easy access to modern
medical faciliies, and this may contribute to an unusual risk of maternal mortality. The
corresponding male pattern is similar to pattern 6, and both are similar to the CD North
model pattern. The North model pattern contains relatively high child and teenage morrality
coupled with comparatively low mortality at older ages. This is consistent the with fact that

malaria is an important contributor to mortality in both sites.

COMPARED TO THE COALE AND DEMENY AND UNITED NATIONS
MODEL LIFE TABLES

The INDEPTH mortality patterns are explicitly compared to the existing CD and UN models
to ensurc that they are indeed new patterns, and to demonstrate exactly how they differ from

the existing model mortality patterns.

The method used is a simple minimum sum of squared differences. Each INDEPTH
mortality pattern is compared with all of the existing CD and UN model mortality patterns:
CD patterns North, South, East, West; and UN patterns Latin America, Chile, South Asia, Far
East and General. Fur each pair of patterns, the ditference between the logit(,q,) of the two
pacterns is calculated for each age group, and those differences are squared and summed to
vield the sum (over all ages) of the squared differences (SSD) between the two patterns. For
each INDEPTH pattern, the SDDs derived from the seven comparisons to the model
mortality patterns are ranked, and the members of the pair with the smallest SDD are

considered to be most similar. All of the mortality patterns used in the comparisons are
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adjusted to a level corresponding to an expectation of life at birth of 55.00''. The SDDs are
presented in Table 8 where both the minimum and next greater SDD for each comparison are

identified.

TABLE 8: SUM OF SQUARED DIFFERENCES COMPARING INDEPTH AND
EXISTING MORTALITY PATTERNS

Pattern North South East West LA CH SA FE GL
Male
1 0.2676 0.3550 0.7599 0.6035 0.3111 1.1682 0.874+ 1.6724 0.6458
2 1.3819 0.6787 0.6538 0.9190 0.8760 1.0439 0.2265 1.1394 0.6918
3 1.1060 1.64-48 1.2875 0.8313 1.0938 09075 23094 0.5066 0.7774
4 0.4041 00,7742 0.7219 0.4361 0.3646 0.8273 1.0159 0.9664 04344
5 0.6766 14443 1.3789 0.8996 0.7961 1.1767 23346 1.6279 1.0265
[ 0.5118 1.4451 1.6439 1.2315 0.9998 22118 21365 25333 1.44186
7 0.4017 0.4548 0.5344 0.4985 0.4233 1.1231 0.5451 1.1824 0.4866
Female
1 0.1763 0.4823 0.4573 0.3666 0.1727 0.6523 0.6724 1.0096 3428
2 1.4695 1.0966 0.8080 1.2731 1.0356 1.0373 0.4703 1.4209 0.9744
3 1.4:447 22012 1.5312 1.0859 1.3253 1.1886 24018 0.4426 0.9283
4 0.4823 1.0188 0.7003 0.4749 0.3982 0.6471 1.0570 0.6098 0.3752
3 0.7861 1.5676 1.2496 0.7115 0.8045 0.9274 21636 0.7916 0.7728
6 0. 3866 11907 1.223¢6 0.7723 27730 14854 17336 16242 0.9320
7 0.3837 0.5397 0.4040 0.4859 0.3905 0.7709 0.4704 1.0079 0.4050

LA-Latin America: CH-Chile: SA-South Asia: FE- Far East: GL- General: Minimum: Next Best

For each INDEPTH pattern, the age-specific deviadons from the closest fit existing model
parttern are calculated and presented in Figure 16 and Figure 17. Those figures clearly reveal
that al/ of the INDEPTH patterns are systematically different from the existing model
mortality patterns. Both figures reveal clear peaks in the deviations during the childhood (1-
14) and young to middle-aged adult (25-49) years. Interestingly, infant and child mortalicy

berween one and four is generally lower than the corresponding pattern. The peak in the

11 The level of the INDEPTH paterms is set by adjusting the constant term in the component model of morality, and the CD
and UN model mortlity parterns used in the comparisons are generated by the United Nation's computer program for the
analysis of mortality data, MortPak (United Nations, Deparmment of International Economic and Social Affairs. 1988. Computer Program:
Mortpuk-Lire 3.0 1BM PC Compatible): New York: United Nations) at a level corresponding to an expectaton of life ar birth of 55.00.
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deviations during childhood zzay be due to malaria and other diseases that have a large impact
on children in Africa but not elsewhere in the world, and it is clear that continued investigation
is necessary to identify all of the factors contributing to the childhood deviations. The peak
during the adult years is most pronounced for patterns three and five, which are the two
patterns that are affected by HIV/AIDS, and it is reasonable to assume that this peak is
primarily due to the impact of HIV/AIDS. It is curious to note that infant and child mortality
in patterns three and five does not appear to be elevated in a manner corresponding to the
increase in adult mortality. This suggests that the HIV/AIDS epidemic does not have an
enormous impact on infant and child morrality, or that all of the data used to generate patterns
3 and 5 are defective with regard to infants and children. It seems unlikely that all the data
would be defective, and defective to the same degree, pointing to the fact that considerable

investigation into the impact of HIV/AIDS on infant and child mortality needs to be

conducted.
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DEMONSTRATION OF HIV/AIDS MODEL LIFE TABLE SYSTEM

MODEL LIFE TABLE CONSTRUCTION

The component model of mortality is capable of generating (and fitting) a very wide range of
mortality patterns. This makes it particularly well-suited for the creation of model life tables.
In order to demonstrate how the component model can be used to create a set of model life
tables, the INDEPTH mortality components are used to isolate (in a set of coefficient
deviations) the general age-pattern of the impact of HIV/AIDS, and then to add that impact
in increasing quantities to the INDEPTH pattern | mortality schedule to create a set of life
tables with decreasing expectations of life at birth corresponding to an increasing impact of
HIV. The result is a set of life rables with the underlying age pattern defined by INDEPTH
pattern 1 set so that expectation of life at birth is 55.00, but with various levels of HIV/AIDS

morality added to that.

Figure 18 and Figure 19 display the male and female INDEPTH pattern 5 mortality schedules
with and without what is presumed to be the increase in mortality due to HIV/AIDS. Figure
20 presents the male INDEPTH pattern 1 mortality with and without an increase in mortality
over the infant and childhood ages'z. In each case, the difference between the two curves is
fitted against the first fifteen components of mormality (for the appropriate sex) to yield the

coefficients presented in Table 9.

The model life tables are constructed to produce a family of life tables with the underlying

mortality of INDEPTH pattern 1 mortality. The HIV/AIDS pattern of mortality is added to

12 There is no empirical patrern used to create the increase in infane and child moruality. It is simply created so that it could be
included in the model life tbles.
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each of the members of the family in amounts sufficient to reduce the expectation of life at
birth in five vear increments. Equation 5 is a simple extension of the component model of

mortality that describes the relationship used to accomplish this. In this case the, the (n+1) x 1
vector d’of HIV/AIDS coefficient deviations is multiplied by & and added to the (#+1) x 1
vector of coefficients, a®. The scaling factor & determines how much of the HIV/AIDS

pattern to add to the basic pattern of mortality represented by the vector of coefficients, 2.
Once that addition has been accomplished, the resulting vector is premultiplied by the matrix

of components C’ to yield the logit transformed probabilities of dying, logit(,4,).

m=C'(a'+ad")
expanding this around the row for the 20 to 24 age group reveals

-

logit(;qa) |=| 56t (@ +@-d) [+ 4| jeho (o, +a-d)|+|1-(a. +a-d.)

where ;¢%, is the value of the & component for the 20 to 24 age group,

. . .th
a, is the value of the coefficient on the /™ component,

@ is the scale factor applied to the vector of coefficient deviatons,

d, is the coefficient deviation for the i'bcomponent,
a, is the the constant term which tkes the same value for all age groups, and
d_ is the deviation for the constant term .
Each of the column vectors contains g elements, one for each age group.

Equadon 5: Reladonship Governing HIV-Augmented Model Life Table

Once the logit(,g,) values have been calculated, the inverse logit produces values for 4, that are

substituted into a life table and used to calculate the other columns of the life table, including

13 Remember that the prime () indicates that the matrices and vectors include the column and row necessary to store the
constant and its coefficient. Also, #is the number of components used, and g is the number of age groups.
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expecution of life. The model life tables are calculated through an iterative, target-seeking

process that varies & until the desired value for the expectation of life is attained.

41

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



INDEPTH Male Mortality Pattern 5
With and Without HIV/AIDS Bulge

030

2§

0nm

o - =
078 4o /
e

R —
N ~ =
28 N

250

7S

Laagt ot the Poabababity ot Dyng Laygiisg)

3o
N 1S - » S RS Y > &) » S > S » a PECY >

" hY Ay v -
A e 2 O & S N G

=0—Xith HIV/\IDS ==o=Xithout HIV' /DS

Figure 18: INDEPTH Male Mortality Pattern 5 With and Witchout HIV/AIDS Mormlity

INDEPTH Female Mortality Pattern 5
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Figure 19: INDEPTH Female Mormulity Pattern 5 With and Without HIV/AIDS Mormulity

42

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



030
025
(XL 1}
@25
4054
0.5
100

1.50
1.8
200
225
250
\ 7S

$on

Langt ot the Prosbabibiny at Daing Logriggd

1254

INDEPTH Male Mortality Pattern 1
With and Without HIV/AIDS Child Mortality
/ <~
‘—A\K /
\‘V/
S \g\" \,_}“ ’,‘3 ‘:’f c*" ﬁ‘.“ ’,_}’ 4}‘ &‘-?‘ .._‘f';‘ gn" 06‘ - ‘;'“ &
—8—X'ith HIV/ DS == Xithoue HIV/AIDS

Figure 20: INDEPTH Male Mortality Pattern 1 With and Without HIV/AIDS Child Mortality

TABLE 9: COEFFICIENT VALUES ESTIMATED IN FIT OF
HIV-DERIVED DEVIATIONS IN LOGIT(,9:) ON THE MORTALITY

COMPONENTS
Fit of Adult Deviatons Fit of Child Deviations
Factor Male Femaie Male Female
1 0.001794 0.004217 -0.002822 0.003926
2 0.069515 0.086812 0.030939 0.024063
3 -0.087825 -0.093468 0.048722 0.046546
4 -0.046538 0.007340 -0.030034 0.033062
35 0.014998 -0.053602 -0.002600 0.017291
6 0.007024 0.071480 -0.042015 0.044176
e 0.057843 0.026918 -0.001601 0.029769
8 0.067342 0.011817 0.015266 -0.036031
9 -0.035387 0.055790 -0.012263 0.029199
10 40.030752 0.070519 0.028062 0.006903
1 -0.048241 0.037762 -0.013452 0.043736
12 0.040329 -0.028917 -0.001339 0.004031
13 0.003209 0.082885 0.032003 0.025621
14 0.091293 0.089362 0.050373 -0.013287
15 0.126678 -0.048030 -0.008452 0.030330
Constant 0.06236-+ 0.079854 -0.030420 -0.028344
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MODEL LIFE TABLES
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Figure 24: Female Life Table Probability of Surviving P,
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TABLE 10: MODPEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 60.0
DECREMENTED BY HIV/AIDS MORTALITY

Male Female
Reducnon in eo Reducton in e
Ao i) 30 10.0 150 20.0 0.0 5.0 10.0 15.0 20.0
o

n 1).068354 0076013 0.081963 0.087230 0.092413 0.070648 0.076841 0.081025 0.084427 0.087546
14 0051414 0055626 0.058835 0061634 0.064353 0057153 0.061250 0.063991 0.066204 0.068222
3.9 0026085 0.027408 0.028394 0.029240 0.030051 0.030118 0.031523 0.032448 0.033187 0.033854

10-14 0010159 0010162 0010163 0.010165 0.010167 0.011862 0.011849 0.011840 0.011834 0011828
15-19 0.008511 0009057 ).009469 0.009825 0.010169 0011452 0012871 0013861 0.014683 0.0153450
20-24 0.011362 00133 0.019531 0.023537 0.027986 0.015359 0027156 0038818 0.051094 0.064944
25-29 0.016697 1).030949 0047772 0.068061 0.093905 0.018947 0.048985 0.087589 0.134870 0.193135
30-34 0.022747 0.049920 0.085953 0.132372 0.193248 0.021038 0.059561 0.111710 0.176657 0.256076
35-39 0.027520 0.061020 0.105336 0.161762 0.234230 0.022694 0.054981 0.094380 0.140965 0.196943
40-44 0.031406 0.068631 0.117010 0.177538 0.253830 0.025472 0.045196 0.064552 0.084710 0.107149
45-49 0.038409 0.069160 0.103772 0.143428 0.191043 0.030371 0.038020 0.043802 0.048876 0.053829
50-534 0.043610 0.064737 0.079184 0.09338t 0.108628 0.038%46 0.041139 0.042592 0.043757 0.044813
35-39 0063546 0.068230 0.071772 0.074846 0.077819 0.051958 0051479 0.051178 0.050944 0.050738
60-64 Q.087337 ).087156 0.087026 0.086919 0.086818 0.076859 0076105 0.075630 0.075262 0.074937
65-69 0.129704 0130249 0.130631 0.130967 0.131271 0.121951 0.120671 0.119865 0.119240 0.118690
T0-74 0.186536 0.185707 0.185117 0.184626 0.184170 0.180792 0.175174 0.171681 0.168798 0.166653
7379 0.265402 0.262574 0.260564 0.258900 0.257356 0.254473 0.251341 .249368 0247837 0.246489
80-84 0.384085 0.385585 0.386658 0.387551 0.388385 0.343509 0361047 0.372376 0381299 0.389263
P,

0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
1-4 0931646 £1.923987 0918037 0912770 0907587 0.929352 0.923159 0.918975 0915573 0912454
5-9 0.883747 .872589 0.864024 0.856513 0.849180 0.876236 0.866616 0.860169 0.854958 0.850205

n.1a O RAAOS RIRATY N R040¢ ARILIAR UL il 3} 0949246 0939207 093189 AAJgEAs 09211422
13-19 0.851951 0.840049 0.830959 0.823016 0.815287 0.839765 0829352 0.822403 0.816803 0.811707
20-23 0844700 0.832441 0.823091 0.814930 0.806996 0.830148 0.818677 0.811004 0.804810 0.799166
25.29 0.835103 0.819462 0.807015 0.795749 0.784412 0.817397 0.796+45 0.779523 0.763690 0.747265
30-34 0.821160 1.794100 0.768462 0.741590 0.710751 0.801910 0.757431 0711246 0.660691 0.602905
35-39 0.802481 0.754359 0.702410 0.643424 0.573400 0.785039 0.712318 0.631793 0.543975 0.448503
4044 0.780396 0.708421 0.628421 0.339342 0.439092 0.767223 0.673154 0.572164 0467294 0.360173
15-49 0.755887 0.659802 0.554890 0.443589 0.327637 0.747681 0.642730 0.535230 0427709 0.321581
30-54 0.726854 0614170 0.497308 0.379966 0.265045 0.724973 0.618293 0.511786 0.406804 0.304271
35-39 0.691522 0.574411 0.45792 0.344484 0.236253 0.696739 0.592857 0.489988 0.38900:4 0.290636
60-64 0.647578 0.535218 0.425002 0.318701 0217868 0.660537 0.562337 0.464912 0369186 0.275889
65-69 0.591020 0.488571 0.388071 0.291000 0.198953 0.607769 0.519541 0.429751 0341401 0.255215
")-74 0.514363 0.424935 0.337373 0.252889 0.172837 0.535408 0.456847 0378239 0300692 0.224924
75.79 0418415 0.346021 0274920 0.206199 0.141005 0.438610 0.376819 0313302 0.249876 0.187340
§0-84 0.307367 0.255165 0.203285 0.152814 0104717 0.326796 0282109 0235175 0.187947 0.141238
e

i 60.00 55.00 50.00 45.00 40.00 60.00 55.00 30.00 45.00 40.00
14 63.37 58.48 5342 +48.25 43.02 63.52 58.54 53.36 48.10 4279
5.9 62.69 57.81 5263 47.29 41.84 63.25 5823 52.88 4737 $1.78

14 59.30 5437 49.10 43.64 38.06 60.14 S5.04 49.57 4391 38.15
15-19 54.89 49.90 44.58 39.06 3343 55.83 50.67 45.13 3941 3358
20-23 5034 45.33 3998 3443 28.7% 5145 4630 30.73 34.96 2907
25.29 45.89 11.01 3573 30.19 2450 4721 4252 3727 3N 2591
30-34 41.62 37.24 3239 oy o] 21.78 43.08 39.58 3561 3126 26.52
35-39 37.33 34.07 3020 2599 21.40 38.95 36.93 M7 3243 29.79
4044 3352 312 28.47 2552 218 34.79 3393 3314 3234 3148
45-49 29.53 2823 2691 2549 23.88 30.64 3042 3025 3o.10 29.96
50-54 25.61 25.14 24.73 2434 2392 26.52 2652 26.52 2652 26.52
55-39 21.79 217 21.64 2139 2154 049 2255 »59 262 264
60-64 18.10 18.11 1813 18.13 18.14 1859 18.64 18.68 18.70 1872
63-69 14.59 14.61 14.61 1462 14.63 1493 1497 15.00 1502 1504
T0-74 11.40 142 144 1145 1146 11.65 11.68 11.70 1nn 172
~3-79 844 8.45 8.46 847 848 867 8.64 861 839 857
80-84 5.58 5.57 5.57 5.56 5.56 5.78 569 564 5359 5.55
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TABLE 11: MODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 55.0
DECREMENTED BY HIV/AIDS MORTALITY

Male Fermle
Reducnon n en Reducrion in e
\ue 00 50 10.0 150 200 00 30 100 150 200
oG

0 0.086457 0095211 0.102372 1.109000 0.115902 0.088792 0.093816 0.100835 0.103077 0.109142
1+ 0.065345 1.070215 0.074132 9077708 0.081390 0.072101 0.076786 0.080106 0.082896 0.085355
3.9 1033394 0.034950 0.036176 0037278 0.038398 0038281 0.039916 0.041057 0.042006 0.042903

10-14 0.013065 0.013069 0.013071 0.013074 0.013076 0.015155 0.015139 0.015129 0.015120 0.015112
1519 0.010951 0011399 0012116 0.012585 0.013065 0014633 0.016296 0.017522 0.01858% 0.019622
20-24 0014608 0.019363 0.024393 0029535 0035628 0019603 0.033t11 0.046933 0.062021 0.079914
25.29 0.021433 0.037844 0.057782 0.082836 0.116851 0.024158 0.057774 0.101617 0.156753 0.227435
30-34 0.029149 0.060017 0.101670 0157114 0.233660 0.026809 0.069618 0.128095 0.202532 0.296503
35.39 0.035218 0073105 0.123957 0.190613 0.280180 0.028906 0.065058 0.109890 0.164281 0232142
10-H 0.040146 0.082148 0.137483 0208616 0302143 0.032418 0.054837 0.077539 0.101974 0.130432
4549 0.048998 0.083893 0.124091 0.171658 0231688 0.038600 0.047420 0.054425 0.060814 0.067345
30-54 0.061832 11080307 0.097550 0.115199 0.135262 0049381 0.05tN7 0.053699 0.055186 0.056597
35-59 0.080487 0.085865 0.090160 0.0940061 0.098056 0065641 0.065090 0.064720 0.06:4421 0.064146
60-6+4 0.109876 0.109669 0.109513 0.109377 0.109242 0096432 0.095576 0.095001 0.094538 0.094110
65-6Y 0.161244 1161849 0.162310 0.162712 0.163110 0.151128 0.149709 0.148758 0.147989 0.147281
70-74 0.228271 0.227379 0.226704 0.226116 0.225538 0.220511 1214469 210459 0.207246 0.204304
75-79 0.317886 0.3147%69 0312765 0.310851 0.308969 0.304365 0.301131 0.298958 0.297202 0.295583
80-84 0.445796 04347247 0.448348 0.449309 0.450256 0.401458 0.418619 0.430372 0.4399%40 0.4-48835
P,

0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
1-4 0913543 0.904789% 0.897628 0.891000 0.884098 0911208 0.904184 0.899165 0.894923 0.890858
5.9 0.853847 0.841259 0.831085 0.821762 0812141 0.845509 0.834755 0.827136 0.820738 0.814640

10-14 0.825334 0811858 0.801020 0.791128 0.780957 0813142 0.801435 0.793176 0.786262 0.7796%0
15-19 0.814530 1.801248 0.790549 0.780785 0.770745 0.800819 0.789302 0.781177 0.774374 0.767907
20-24 0.305630 0791953 0.780971 0.770959 0.760675 0.789101 0.776440 0.767489 0.759983 0.75283¢
25.29 0.793862 0.776439 0.761920 0.748188 0.733573 0.773632 0.750731 0.731468 0.712848 0.692677
30-34 0.776846 1.747075 0.717895 0.686211 0.647854 0.754942 0.707358 0.657138 0.601107 0.535138
35-39 0754202 0.702238 0.644907 0.578398 0.496476 0.734703 0458114 0.572962 0.479363 0.376468
4044 0727631 11.650901 0.5649%6 0.468148 0.357374 0.713466 0613298 0.510000 0.400613 0.289074
45.49 0.698429 0597430 0.487293 0.370485 0.249396 0.690337 0.581356 0.470455 0359761 0.251370
50-34 1.664207 0.547310 0.426824 0.306888 0.191614 0.663690 0.553979 0.444850 0337882 0.234481
35-59 0.623138 0.503357 0.385187 0.271535 0.165696 0.630916 0.525218 0.420962 0319236 0221172
GD-64 0.572984 0460137 0.350459 0245994 0.149448 0.589502 0.491032 0.393718 0.298670 0.206985
65-69 0510027 0409674 0.312079 0219088 0133122 0.532655 0.444101 0.356314 0.270435 0.187506
T0-74 0427788 0.343368 0.261426 0.183440 0.111409 0.452156 0377615 0.303310 0230413 0.159890
75-79 0.330137 0265294 0.202159 0.141961 0.086282 0.352451 0.296628 0.239475 0.182661 0.3127223
80-84 0225191 0.181734 0.138931 0.097832 0.059623 0245177 0207304 0.167882 0.128374 0.089618
[

0 55.00 50.00 45.00 40.00 35.00 55.00 30.00 45.00 40.00 35.00
14 39.16 5421 49.08 43.83 38.52 59.31 54.25 +8.99 43.64 3823
5-9 59.15 54.15 48.84 4336 37.76 59.76 34.39 49.08 4340 3762

10-14 56.11 31.02 45.58 3994 34.17 57.04 51.76 46.08 40.19 34.19
15-19 51.82 16.66 4115 35.43 29.59 52.88 47.51 4175 3577 2968
20-24 47.37 4218 36.63 30.85 2494 18.63 43.26 7.45 3t 322
25.29 43.03 3797 3248 26.72 20.77 .55 39.66 3417 2831 »19
30-34 3892 3437 2932 23.90 18.19 40.59 36.93 3275 2811 nY
35-39 35.01 314 2736 »89 17.98 36.64 34.51 3219 2962 2663
4044 3120 28.68 2587 2270 19.00 3266 3174 30.86 2995 2892
4549 2740 26.03 2460 2302 2114 2867 2843 2824 2867 2739
50-54 23.68 23.18 273 2227 2177 2472 2472 2472 2372 2472
35.39 20.08 19.99 1992 19.85 19.78 20.88 2094 2099 21.02 21.05
60-64 16.62 16.63 16.64 16.65 16.66 17.17 1723 17.26 1730 17.32
65-69 13.36 13.37 13.38 13.39 13.40 13.73 13.78 13.8t 1384 13.86
T0-74 10.45 10.47 10.49 10.50 10.52 10.73 10.77 10.79 10.81 10.33
75-79 7.80 T8 783 7.84 7.85 8.06 8.03 8.00 798 796
80-84 327 326 526 525 3.25 549 5.41 535 530 526
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TABLE 12: MODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 50.0
DECREMENTED BY HIV/AIDS MORTALITY

Male Female
Reduction in e Reduction in en
\ee 0.0 50 100 150 200 0.0 3.0 10.0 15.0 200
0

0 0.107006 0.117042 0.125639 0.134058 0.143537 0.109195 0.117155 0.123135 0.128417 0.133799
14 0.081323 0.086976 0.091759 0.096363 0.101503 0.089043 0.094403 0.098400 0.101912 0.105474
59 0.041910 0.043748 0.045276 0.046726 0.048322 0.047685 0.049590 0.050992 0.052212 0.053439

10-14 0.016485 0.016490 0.016493 0.016496 0.016499 0.018990 0018971 0.018958 0.018%47 0.018936
13-19 0013826 0.014601 0.015253 0.015877 0.016571 0.018338 0020296 0021816 0.023193 0.024630
20-24 0.018424 0.024301 0.030294 0.037051 0.045852 0.024536 0.040164 0.056745 0.075678 0.099802
25-29 0.026984 0.046177 0.070323 0.102350 0.150137 0.030202 0068421 0.119279 0.185467 0275133
30-34 0.036623 0.072313 0.121688 0.190360 0.292481 0.033492 0.081882 0.148955 0.236782 0.352657
35-39 0.044177 0.087770 0.147533 0.229%008 0.345758 0.036092 0.077161 0.129137 0.194322 0.280152
4044 0050293 0.098477 0.163232 0.249528 0370014 0.040432 0.066165 0.093074 0.123237 0.160738
14549 0061241 0101344 0.148810 0207374 0.286862 0.048078 005891 0.066783 0.074881 0.083717
50-34 0.077021 0.098342 0.119063 0.141348 0.168860 0.061337 0.06-4273 0.066449 0.068348 0.070266
53-39 04099771 0.105966 a1l 0.116151 0.121678 0081198 0.080563 0.080113 0.079733 0.079361
60-64 0.135167 0.134932 0.134743 0.134572 0.134388 0.118362 0.117392 0.116703 [ 281} el 0.115552
63-69 0.195759 0.196429 0.196968 0.197444 0.197994 0.182977 0.181413 0.180303 0.179365 0.178447
70-74 0.272473 0271517 0270753 0.270052 0269305 0.262462 0.256013 0.251477 0.247668 0.243960
73.79 0.371096 0.368105 0.365717 0.363526 0361195 0.355004¢ 0351692 $.349338 0.347346 0345392
80-84 0.504579 0.505975 0.507004 0.508122 0.509220 0457623 0474353 0.486322 0.496497 0.506508
P,

0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
14 0.892994 0 882958 0.874341 0.865942 0.856463 0.890805 0.882845 0.876865 0.871583 0.866201
5-9 0.820373 0.806162 0.794112 0.782497 0.769529 0811486 0.799502 0.790581 0.782758 0.77483%

10-14 0.785991 0.770893 0.758158 0.745934 0.732344 n.772790 0 759885 NTU2RR N 731RR0 n714%?
15-19 0.773034 0.758182 0.745654 0.733629 0.720261 0.758115 0.745.440 0.736044 0.727832 0.719544
20-24 0.762346 0.747112 0.734280 0.721981 0.708326 0.744212 0.730310 0.719987 0.710952 0.701822
25.29 0.748301 0.728956 0.712036 0.695231 0.675847 0.725952 0.700978 0.679131 0.657148 0.631778
30-34 0.728108 0.695295 0.661963 0.624074 0.574378 0.704027 0.653016 0.598125 0.535269 0.457955
35-39 070143 0.645016 0.581411 0.505275 0.406383 0.680348 0.599546 0.509031 0.408527 0.296454
4034 0.670455 1.588403 0.495622 0.38956+4 0.265873 0.655889 0.553284 0.443297 0.329142 .213402
45-49 0.636736 0.530459 0414720 0292356 0.167496 0.629364 0.516676 0402038 0.288579 0.179100
50-54 0.597741 0476700 0.353006 0.231729 0.119448 0.599105 0.486559 0375188 .266970 0.164106
55-59 0.551703 0.429820 0.310976 0.198975 0.099278 0.562358 0.455286 0.350257 0.248723 0.152575
60-64 0.496639 0.384274 0.27640% 0.175864 0.087198 0.516695 0412207 0322197 0.228892 0.140467
65-69 0.429527 1.332423 0239161 0.152197 0.075480 0.455538 0.369466 0284596 0202312 0.124235
70-74 0.345443 0267125 0.192054 0.122144 0.060535 0372185 0.302440 0233282 0.166025 0.102066
757 0.251319 0.194596 0.140055 0.089159 0.044233 0.274500 0.225011 0.174617 0.1249%6 0.077166
80-84 0.158056 0.122964 0.088834 0.056747 0.028256 0.177052 0.135877 0.113617 0.081520 0.050513
e

D] 50.00 45.00 40.00 35.00 30.00 50.00 $45.00 40.00 35.00 30.00
14 54.93 49.90 4468 39.34 3394 55.07 49.91 44.55 39.08 33.56
5.9 55.62 50.46 4499 39.32 3355 56.25 50.90 45.19 3929 3328

10-14 5294 47.66 42.00 36.13 30.13 53.95 48.42 4248 3632 30.02
15-19 48.79 43.41 7.67 31.69 25.59 49.94 4431 38.26 3197 2555
20-24 443 39.02 3321 2716 2098 45.83 40.18 34.05 27.67 2113
25.29 022 3493 247 2.1 16.87 41.92 36.76 30.95 2473 18.19
30-34 36.27 3150 26.19 20.46 1441 38.15 3427 29.81 2479 19.15
35-39 3235 28.76 2447 19.69 1433 3438 3210 29.59 26.71 2322
H-34 2894 26.29 327 19.79 1559 30.58 2958 28.60 2755 2629
45-49 2534 23.88 232 20.54 1827 26.76 26.50 26.28 26.07 2584
50-34 21.83 21.30 20.7 2026 19.61 298 298 2298 2298 297
35-39 18.44 1835 1826 18.18 1809 19.32 19.39 19.44 19.48 19.52
)-64 15.21 1522 1523 1524 1525 15.81 15.87 15.92 15.95 15.99
65-69 1220 1221 1222 1222 1223 1260 1265 12.69 1272 1275
70-73 92.56 9.58 9.60 262 92.63 9.86 9290 993 9.95 998
7579 720 722 72 725 726 747 745 742 7.4 739
80-8% 498 497 496 496 195 321 5.13 5.07 5.02 497
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TABLE 13: MODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 45.0
DECREMENTED BY HIV/AIDS MORTALITY

Male Fermale
Reducnon 1n en Reducnon in e
\pe o 30 1040 150 200 0.0 30 10.0 15.0 200
e

[} 1.130408 0.142000 0.152464 0.163365 0.177364 0.132228 0.141286 0.148429 0.155094 0.162575
14 0099733 0.106357 0112256 0.118335 0.126060 0.108332 Q.114505 011934 0.123819 0.128833
3.9 0051903 0.054101 0.056029 0057987 0.060-440 0.058597 0.060833 0.062566 0.06-4160 0.065927

10-14 0020546 0.020351 0.020555 0.020560 0.020565 0.023498 0.023475 0.023459 0.023444 0.023427
1519 0017243 0018183 0019017 0019874 0.020%1 0.022695 0.025023 0.026924 0.028750 0.030861
20-24 0.022951 0.030035 0037641 0.046910 0.061008 0.030319 0.048669 0.068959 0.093386 0.128831
25.29 0.033543 0056329 0086545 0.129663 0204725 0.037270 0.081539 0.14210V 0224795 0.346988
30-34 0.045415 0.087331 0.147904 0.237255 0386298 0.041297 0.097061 0.176087 0.283708 0435645
35-39 (1034680 0.105837 0.178214 0.282343 0446714 0.041376 0091937 0.153658 0234709 0.350954
044 0.062155 0.118483 0.196399 0.305597 0472510 0.049783 0.079693 0.112158 0.150603 0.203719
4549 0.075-480 0.122298 0.179636 0.254615 0.368924 0.059074 0.071008 0.081403 0.091897 0.104601
50-54 0.094559 0.119443 0.144724 0.173778 0.214795 0075127 0.078551 0081218 0.083682 0086423
55-39 0121807 0.128996 0.135355 0.141867 0.150082 0.098982 0.098248 0.0976% 0097209 0.096682
60-64 0.163399 0.163330 0.163104 0.162881 0.162612 0.143019 0141916 0.141071 0.140355 0.139561
63-69 0.233495 0.234239 0.234870 0.235492 0.236244 0217770 0.216044 0214754 0.213601 0212358
T0.74 0.31M29 0.318106 0317242 0.316393 0.3153%9 0306695 0.299831 0.2947%0 0.290193 0.285335
75.79 1.424780 0421720 0419136 0416599 0.413540 0.406242 040286+ 0400332 0.398063 0395614
80-34 0.540367 0.361711 0.5628:46 0.563963 0.565311 0.511918 0528150 0.540312 0.5511% 0.562900
P,

0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
14 0.869572 0.858000 0.847536 0.836635 0.822636 0.867772 0858714 085157 0.844906 0.837425
59 0.782863 0.766745 0.752396 0.737631 0.718934 0.773756 0.760348 0.7499%M9 0.740291 0.729337

10-13 0.742231 0725264 0710230 0 604858 N A75482 0 TIR4N6 N7t nnIme n a3 LYLIERT)
15-19 0.726981 0.710359 0.695641 0.680572 0.661591 0.711300 0.697367 0.686536 0676552 0.665477
20-24 071445 0.697442 0.682412 0.667046 0.647724 0.695157 0.679916 0.668051 0657101 0.644940
25.29 0.698048 0.676495 0.656725 0.635755 0.608207 0.674080 0.646825 0.621983 0.595605 0.561851
30-34 0.674634 0.638321 0.599888 0.553322 0.483692 0.648958 0.594084 0.533594 0461716 0.366896
35-39 0643995 0.582448 0511163 0422043 0.296843 0.622157 0.536422 0.439635 0.330724 0207060
$0-43 0.608781 0.520803 0.420067 0.302882 0.164180 0.594486 0487104 0.372081 0.253100 0.134391
45-49 0.570942 0.459097 0.337566 0210322 0.086603 0.564891 0.448285 0.330350 0.214982 0.107013
50-54 0.527848 0.402951 0.276927 0.156771 0.054653 0.531520 0416154 0.303458 0.195226 0.095819
33-39 0477935 0.354R2% 0.236849 0.129528 0.042914 0.491389 0383741 0278812 0.178889 0.087538
60-64 0.419719 0.309050 0.204790 0111152 0.036473 0.442931 0346039 0.251572 0.161500 0079075
65-69 0.351053 0.258573 0.171388 0.093047 0.030542 0.379583 0.296931 0.216078 0.138832 0068039
70-74 .269084 0.198005 0.131134 0071136 0.023327 0.296921 0232780 0.169674 0.109178 0053591
75.79 0.183212 0.135019 0.089533 0.048629 2015970 0.205857 0.162986 0.119666 0.077495 0.038299
80-84 0.105387 0.078079 0.052006 0.028370 0.009366 0.122229 0.097325 0.071760 0.046647 0.023148
Cs

0 45.00 40.00 35.00 30.00 25.00 45.00 40.00 35.00 30.00 25.00
14 50.67 45.54 4021 34.76 2928 50.78 45.50 40.01 3442 28.76
5.9 5207 46.72 41.04 35.16 922 5271 47.12 41.16 35.00 28.71

10-14 149.74 +4.25 38.32 3217 2594 30.83 45.01 38.74 3222 25.56
15-19 1577 40.12 34.08 27.79 2143 47.00 41.04 33.62 2794 2112
20-24 4153 35.82 29.69 23.30 16.83 43.03 37.03 30.50 23.69 16.71
25.29 37.45 31.85 2575 19.33 127 39.30 33.79 27.58 20.88 13.81
30-34 33.66 28.61 296 16.83 1041 35.72 31.57 26.73 2121 14.82
35-39 J0.14 26.11 2151 1629 10.38 3215 29.69 2691 2362 19.33
1044 26.74 2391 2063 16.72 11.76 28.53 2745 26.34 25.09 23.43
45-49 2335 2178 2006 17.98 15.05 2490 246! 2436 2410 23,7

50-34 .05 19.47 18.90 1826 17.38 21.30 21.30 21 219 2128
35-39 16.88 16.77 16.68 16.58 16,45 17.83 1790 17.95 18.00 18.05
60-64 13.88 13.89 13.90 1391 1392 14.51 14.58 14.63 1367 14.72
65-69 110 11 1n.12 1112 113 11.52 11.58 11.62 11.66 11.70
70-74 872 8.75 8.76 8.78 8.80 9203 9.08 921 9.14 92.18
7579 6.64 6.66 6.67 6.69 6.71 692 6.89 6.88 6.86 6.84
30-84 470 4.69 469 4.68 4.67 494 4.86 $.80 474 4.69

50

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CONCLUSION
Data describing morrality in nineteen different sites in Africa and Asia is used to identify seven
new age-patterns of mortality, six of which originate solely from Africa. A component model
of mortality is constructed from the raw dara and used to identify clusters of similar age-
patterns of mortality. These patterns are compared to the existing CD and UN model life
table age-patterns of mortality and demonstrated to be systemarically and individually different
from the existing models. This finding supports the notion that there are unique age-patterns
of mortality found in Africa, and that routine demographic and epidemiological estimations
calculated from African data must take this into account. In order to make these data useful to
the practicing demographers and epidemiologists, a set of model life tables based on these
patterns must be constructed. INDEPTH is pursuing the construction of a set of INDEPTH
Model Life Tables for Africa using the component model of mortality and based on the age-

patterns of mortality presented here.
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Part 2

THE DEMOGRAPHY OF THE GWEMBE TONGA

The Tonga inhabit the Gwembe Valley in Gwembe District, Southern Province, Zambia.
Over the past 44 years they have been the subjects of a long-term study in Anthropology
conducted by Elizabeth Colson and Thayer Scudder. The first section of this part introduces
the Gwembe Tonga, their home area and the project that has studied them. I then discuss the
comprehensive demographic data collected from four villages by the Gwembe Tonga
Research Project. Finally, the part concludes with a detailed summary of the demographic
indicators calculated from that data berween 1957 and 1995. The values of those indicators

form the basis for the fundamental parameters in the simulation described in Part 3.
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THE GWEMBE TONGA

THE GWEMBE VALLEY

Defined by the course of the Zambezi River, the Gwembe Valley extends from the Southwest
to the Northeast through an area bounded by longitudes 26° and 29° East and latitudes 16°
and 18° South. Before the construction of the Kariba Dam in 1956-1958, the banks of the

Zambezi River provided a rich bed of alluvial soil watered by the annual floods of the Zambezi
and the rains berween November and March. Following the construction of the Dam, a large
portion of the Gwembe Valley floor was covered by Lake Kariba, at that time the largest man-
made lake in the world — stretching for nearly 300 kilometres over the former course of the
Zambezi River and occupying in excess of 5,000 square kilometres (Scudder and Colson 1977).
The Zambezi River demarcates the boundary between Zambia and Zimbabwe thereby

situating the Gwembe Tonga near the border with Zimbabwe in the extreme South of

Z.ambia.

Compared to the adjacent plateaus at roughly 1,200 metres elevation, the Gwembe Valley is a
low-lying area with an average elevadon of about 400 meues, surrounded by imposing
escarpments that mark the meeting of the Valley and its surrounding plateaus. The climate is
semi-arid with an annual rainfall of 60 + 40 cm (Scudder 1962) falling between November and
March-April during the hot season. However, the pattern of rainfall in the Valley varies
considerably from place to place and year to year. The temperature varies between a few
degrees above 0° C at night during the cold season between May and August to over 40° C

during the hot season between August and March-April.
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Figure 27: Zambia and the GTRP Study Area within Africa
The predominant vegeration complex is mopane woodland consisting of mopane trees
(Colophospermum mpane) growing over various types of grass. The soils come in various types,

none of which are particularly fertile. Scudder has written an exhaustive description of the
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Figure 28: Gwembe Valley and Lake Kariba within Zambia
geological and ecological features of the Gwembe Valley in The Ecology of the Gwembe
Tonga (Scudder 1962), and I refer the reader to that book for more information regarding the

geography of the Gwembe Valley.
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SOCIAL ORGANIZATION

The social organization of the Gwembe Tonga is
complex and constantly evolving The following
provides the reader with the roughest kind of overview,
just enough to form a crude picture in one's mind and
to orient the demographic analysis that follows. The
reader is directed to Colson's The Social Organization

of the Gwembe Tonga (Colson 1960a) and The Social
Consequences of Resettlement (Colsonn 1971a) for a

detailed and complete treatment of this topic.

. . Figure 29: Nine Chakasala, Headman of
The Gwembe Tonga are a matrilineal, virilocal group Chakasala Village, 1992

who practice polygynous marriage. With some vanation, there are two social aggregates
around which they organize themselves: the clan and the matrileage (Colson 1971a). The clan
is a geographically dispersed, named body consisting of matrilineages. The matrilineage is a
group of people related through the female side of their genealogy. Through the matrilineage
passes the inheritance of shades and land-use rights. A shade or mugimu is the perpetual
manifestation of a dead ancestor and must be inherited by one of the remaining members of
the lineage upon someone's death. The shade carries with it the status, responsibilities and
privileges possessed by the deceased and confers a portion of those on the inheritor along with
some portion of the deceased's estate. Land is cleared and claimed by men, and when they are
no longer capable of utilizing it or they die, the land is passed to an appropriately chosen

member of the matrilineage.
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A visitor to the Gwembe Valley is
immediately aware of the homestead
which is the basic unit of residence
for the Tonga.  The physical
homestead consists of a closely
grouped collecdon of mud-brick,

thatch-roofed huts, granaries and

Figure 30: Woman Pounding Millet in Sinafala Village, 1992 corrals. The inhabitants usu ally
include a group of men related through various kinship ties and their dependents. Because
women move to the homes of their husband at the time of marriage, the women living in a
homestead may be drawn from unrelated lineages and a variety of locations (Colson 1971a).
Several dozen adjacent homesteads comprise a village, and a group of half a dozen or so

nearby villages forms a neighborhood or asz.

Although it is becoming less common, the Tonga form polygynous families. Older men often
marry more than one wife, and capable young men are also able to take additional wives.
Around each wife grows a distinct household that when combined form a homestead or one
of the core families of a multi-family homestead. Although all wives usually have access to the
husband's stores of grain and other property, the first or senior wife, often occupies a special
position in the family. To acquire a wife, 2 man must pay bridewealth in an amount agreed
between his family and that of the prospective wife. The first payment or /rbols needs to be
made at the time of the union or soon after. Following that, additional payments are made

over a variable length of time until the bridewealth is fully paid. Unions may be broken over a
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wide range of compliints originating from both the man and the woman, and from their
families. Ir is often the case that the woman's family is displeased with the amount or pace of
the marriage payments and subsequently “recalls” their daughter until acceptable payment has

been made. I refer the reader to chapter four of The Social Organization of the Gwembe

Tonga (Colson 1971a) for a comprehensive discussion of the Gwembe Tonga family.

The Tonga primarily occupy themselves with subsistence and small-scale cash crop agriculture.
Many young people migrate to urban areas to seek wage labor, and there is some circular local
migration to seek seasonal wage labor available at large commercial farming enterprises.
Almosr all people inhabiting the study area have access to primary education, and if they can
afford ir, some have access to secondary education as well. Few are able to complete

secondary education, and few move on to tertiary education.

Access to the four study villages varies: Mazulu and Musulumba in the Lusitu are readily
accessible via tarred and short dirt roads, but Siameja and Sinafala are much less accessible;
only after several hours of driving on poor quality dirt roads. Water is provided by shallow
wells, the Zambezi River, I;;ke Kariba, and in rare instances bore holes. The urban water
supply ccmes mainly from bore holes and the Kafue River. The vast majority of the water is
of poor quality. None of the rural villages are electrified, although there are some electrified

structures in the rural areas.

All of the villages have a clinic in or near the village, and all have access, although sometimes
difficul, to reasonable district hospitals. The village clinics are stocked and staffed sporadically

so that the service varies considerably over time. The hospitals are more reliable, but
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depending on the season, it is difficult for a villager to get to them. Additionally, the cost of
medical treatment at the hospitals is a burden to most villagers, especially since IMF structural
adjustment in 1992. Immunizaton programs have been fairly reliable and reasonably
successful although T cannot quote exact figures. There are weekly or bi-weekly peri-natal
clinics that operate some of the time in most of the villages. The villagers themselves would

probably rate hunger as their primary health problem followed by malaria, dysentery and HIV.

RECENT HISTORY

Beginning with their forced relocation in 1957-1958, the population of the Gwembe Valley has
faced a challenging series of circumstances. Relocation destroyed their old way of life and
forced them to adapt to new geographical, physical, social and economic circumstances.
Trends in the demographic indicators indicate that relocation had a significant negative effect

on the popuiation, but only for a briet period — about three years between 1957 and 1959.

Following relocation during the 1960s, the situation improved dramatically. The local
environment was hospitable and productive with Lake Kariba producing an abundant supply
of fish (Scudder 1967). 1964 brought independence for Zambia and an opening up and
concurrent development of rural areas that lead to a wider incorporation of the Gwembe
Tonga into the new nadon state. During this period the economy functoned well and the
Gwembe Valley became home to a growing number of small retailers and merchants.
Villagers had access to both healthy incomes and to a range of basic consumer goods on which

to spend them.
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That all changed during the 1970s. Zambia does not have any natural oil reserves and it is a
land-locked nation. Consequently, the world oil problems during the 1970s were particularly
severe in Zambia, and when combined with the plummeting price of copper, on which
Zambia was and is most dependent for national income and foreign exchange, they were
sufficient to propel the national economy into a permanent decline that has not yet reversed.
The cumuladve result has been devastating in the Gwembe Valley. Many of the services that
were provided by the colonial and immediately post-independent Zambia government have
slowly decayed and disappeared - medical programs, infrastructure maintenance, education

programs, agriculrural outreach programs, water supply programs and many more.

Fast on the heels of the economic downturn came the War for Zimbabwean Independence.
Zambia acted as a safe haven for many of the freedom fighters who waged war on the white
Rhodesian government. As a result, the frontier between Zambia and Zimbabwe - running
through the middle of the Gwembe Valley - became a conflict zone. Hundreds of land mines
were laid, bridges and roads were destroyed and occasionaily civilians were shot. Several
members of the study population lost their lives in this fashion. The more lasting consequence
is that the Gwemnbe Valley was further curt off from the rest of the country and spent a number
of years in the late 1970s and early 1980s being largely neglected on the grounds that it was too

dangerous and in fact pointless to do very much in the Valley.

Unfortunately, the history of the Valley did not improve after that. During the mid 1980s, a
large portion of Eastern and Southern Africa suffered punishing droughts, and the Gwembe

was significantly affected. The result was a prolonged shortage of food and water.
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Starting at abour that time, the nation began a series of structural adjustment programs. The
World Bank organized the most effective set of programs beginning in 1992. Those have
resulted in an accelerated decline in the economic circumstances of the poorest people in
Zambia. Already an area low on the national priority list, the Gwembe Valley suffers
considerably. The frail health and agriculrural service provision system is in almost total
collapse, and at the same time the price of basic food staples has doubled or tripled while the
income a villager can obtain from selling agricultural produce has declined. The Gwembe
Tonga are caught firmly in the vice grip of the tough love policy of international organizations,

and ar this time they have virtually no recourse but to accept what is handed down to them.

Compounding this truly bleak outlook is the HIV/AIDS crisis which appears to be having a
major impact in the Gwembe. The downward trend in mortality at all ages except 10-14 has
reversed as a result of the general hardship endured by the Gwembe Tonga over the past
decade or so, but most strikingly, the mortality in the age groups most likely to suffer from
HIV has increased much more rapidly beginning in the early 1990s. It is this dramatic reversal

in fortunes that has prompted me to undertake the work presented here.
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THE GWEMBE TONGA RESEARCH PROJECT - GTRP

HISTORY

In 1955, the government of the Central African Federation (Zambia and Zimbabwe today)
decided to build the Kariba Dam on the Zambezi River. Henry Fosbrooke, then the director
of the Rhodes Livingstone Instirute (now the Institute for Economic and Social Research at
the University of Zambia), realized that there would be an enormous impact on the Tonga
populadon of the Gwembe Valley
through which the Zambezi flows.
He obtained funding to conduct a
two-part  study of the forced
relocation of the Gwembe Tonga
who lived in the basin of the furure

reservoir — what was to become Lake

Kariba. His intent was to study the Figure 31: Kariba Dam from the South (Zimbabwe),
Downstream Perspecdve, 1992
socio-ecological processes of change

and adaptation forced upon the Tonga by their relocation and subsequent settlement into a
new environment (Scudder and Colson 1977). He was also concerned that the relocation of
the Tonga be based on some reasonable understanding of their existing situation: their social
organization and their use of and adaptation to the environment in which they lived (Colson
1971a). To accomplish this task he recruited Social Anthropologist Elizabeth Colson who had
spent several years studying the Tonga living on the plateau adjacent to the Gwembe Valley on

the north and who spoke a dialect of chi-Tonga. She in tumn recruited Anthropologist Thayer
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Scudder who had an interest in geography and ecology. Together they have been very

successful in investigating the range of issues envisioned by Fosbrooke.

Colson and Scudder spent a year in 1956 conducting the first round of the study. Their plan
was to make intensive investigation into seven villages, some of whom were to be moved, and
some of whom were to receive relocatees. In this way they hoped to study both the relocated
and the receiving communities. Unfortunately, their plans were altered when the height of the
dam wall was raised significantly at a late stage in the project, with the result that the reservoir
would be much larger than originally predicted. This required that many villages previously
unaffected by the filling reservoir were to be flooded, and those included Colson and Scudder's

proposed “receiving” villages (Colson 1971a).

During the first round of the study,
Colson and Scudder enumerated
everyone in the seven villages' that
they had chosen for study and
recorded in great detail the Tonga's
social  organization and the

relationship that they shared with

Figure 32: Boys Fetching Water in the Morning, Sinafala Village, .o .
1992 their riverine environment. As part

of the enumeration, Colson and Scudder recorded genealogies and administered a census

form. The census form elicited information on: “place of birth, parents, marital history,

14 Because of its large size and for other logjstical reasons, half of the populadon of Stameja village, the largest and one of the
four to remain in the study undl today, was enumerated during the inidal scudy in 1956.
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children and siblings, current residence, migration histories, ownership of fields and stock,
occupation, schooling, bridewealth payments, religious affiliation, participation in cults,
observation of food taboos and other status attributes” (Scudder and Colson 1977). These
two basic inscruments would form the basis for all of the demographic and economic data

collected from the study population over the next 40 years.

During 1957 and 1958, roughly 57,000 Gwembe Valley Tonga were relocated out of their
riverine homelands, mainly to areas up the tributaries of the Zambezi. Two of the permanent
study villages, Sinafala and Siameja, fall into this category. Siameja was moved up the
Mweemba River into an area with poor soil, and Sinafala was moved to an arca up the Chezia
River. However, because of the lack of suitable receiving areas and the large number of people
involved, some Tonga were relocated to areas along the Zambezi River below the new Dam.

The remaining permanent study villages, Mazulu and Musulumba, fall into this category.

They were both moved to an area
called Lusitu next to the Zambezi
River about 50 kilometres

downstream from Kariba Dam. The

Lusitu was already inhabited, and

with the addition of the immigrants,

the area became (and remains today)

Figure 33: Musulumba Village, Lusitu, 1992

severely overpopulated. During the

two years following relocation, there were an unusually large number of deaths to women and
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children, and the Lusitu immediately acquired a reputation for disaster. It was suggested that
the cause of the excess deaths was severe protein malnutrition accompanied by the ingestion
of poisonous plants (Colson 1971a). The new inhabitants were unfamiliar with the fauna in
their ncw home and to alleviate the hunger they experienced as a result of losing their most

recent crop to the relocation effort, they experimented with the unfamiliar plants, and some

died as a result.

Colson visited the Gwembe briefly in 1960, and then both Colson and Scudder returned for
one year during 1962-1963 to conduct the follow-up study as proposed in the original plan. At
that dme, they updated the genealogies and census in the four study villages and collected a
wide range of additional information. During and after their period of fieldwork in 1962-1963,
they decided to stop conducting comprehensive updates of their information pertaining to the
remaining three villages that had been part of the original cnumeration. It was clear by that

time that the effort involved was too great to keep all seven villages.

After 1963, the study continued to examine a range of interesting issues unfolding in the
Gwembe. Some of those include: the Kariba Lake fishery (Scudder 1967), patterns of labor
migration, a study of shopkeepers, a large study of early secondary school leavers from the
Gwembe (Scudder and Colson 1980), a study of urban migrants, a investigation into the role
of locally brewed beer in society (Colson and Scudder 1987) and a2 number of other specific
studies. From 1963 onward, the census and the genealogies have been updated on a regular

basis in the four permanent study villages: Mazulu (Lusitu), Musulumba (Lusitu), Siameja'

15 Updates in Siameja have been conducted on the roughly half of the village that was originally enumerated by Colson in 1956.
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(Siameja) and Sinafala (Chezia). Additonally beginning in the 1970s, local informants in each
village'® have kept detailed diaries of village life, including such things as transcripts of village
court cases, records of droughts and hunger periods and descriptions of conflicts between

village members and how they were resolved.

Ever since the second round in 1963, Colson and Scudder have made a concerted effort to
rack and locate emigrants from the villages. This has resulted in an expanding study area
which now includes the major urban centres of Lusaka (Zambia's capital), Ndola and
Livingstone, and the smaller urban Centres of Choma, Monze, Mazabuka, Chirundu and
Siavonga. Additionally, a substantial number of the study participants have emigrated to
frontier rural areas to the northwest of the Gwembe Valley in an area known as Chikanta.
Moreover, there are smaller numbers of study participants in other rural areas scattered
throughout Zambia and even outside of Zambia. All of these emigrants are wacked to the best

of our ability, and they provide the potential for a range of interesting studies.

ORGANIZATION OF THE GTRP

The GTRP has always been organized around a close association between the Rbodes-Livingstone
Institute come Institute for African Studies come Institute for Economic and Social Research at the
University of Zambia and the home institutions of Colson and Scudder, the University of
California at Berkeley and Caltech respectively for most of the duration of the study. In

addition to the local research assistants, a number of Zambians have worked on the project at

16 Diaries began to be collected in Siameja in 1995-1996.
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various times including Bennetr Siamwiza who wrote his dissertation on hunger in the

Gwembe (Siamwiza 1993).

Based on a clear understanding thar all the data collected is available to both of them, and that
they are both free to write on everything and pursue their own interests unhindered by the
partmership (Scudder and Colson 1977), Colson and Scudder have maintained a close
collaboration between the two of them over the entdre duration of the study untl now.
Recently, they have recruited three younger scientists to carry on the study and grow it in new
directions. Those include Social Anthropologist Lisa Cliggetr, Physical Anthropologist
Rhonda Gilletr-Netting, and myself, 2 Demographer. This second generation is gradually
taking over while Colson and Scudder focus more on writing from the data they have collected

over the past 40 years.

Between 1963 and the present a number of organizations have supported the GTRP including:
the African Committee of the SSRC/ACLS, the National Science Foundation, the John Simon
Gugenheim Memorial Foundadion, the California Institute of Technology (Caltech), the
University of California at Berkeley, the Mellon Foundation, the Fulbright International
Scholars program, the William Penn Foundation, the Mellon Foundation, the National
Institute on Aging, the University of Pennsylvania, the Summer Undergraduate Fellowship
program at Caltech and private funds from Thayer Scudder, Elizabath Colson, Lisa Cliggett,
Rhonda Gillett-Netting and myself. Invaluable friendship and logistical support in Zambia has

been provided by Tom Savory and his family for many years.
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Colson and Scudder have conducted the bulk of the work, but they have been assisted at
various times by Jonathan Habarard, Lisa Cliggetr, Rhonda Gillett-Netting and myself.
Without the consistent help and insight provided by the following local research assistants
none of the work would have been possible: for Mazulu; Senete Adam Sikagoma, Bernard
Siakanomba and Emmy Musanja; for Musulumba; Christopher Kiwani, Bemard Simalabali
and Stanard; for Siameja; Ward; for Sinafala; Paul Siamwinga, Bunyika Chibilika, Jelena

Chasomba, Willy Chikuni, Chester, and Shadrack; and for Lusaka; Jailos Mazambani.
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THE STUDY POPULATION

SAMPLE

The sample consists of the original inhabitants of the four study villages in 1956 plus all of
their progeny, those who have married original inhabitants or their progeny, and close relatives
of or illegitimate parents of original inhabitants or their progeny who have taken up residence
with sample members. Where possible all emigrating diaspora ot the original inhabitants of
the villages have been followed to their new home(s). One can be admitted to the sample in
one of three ways'”: 1) by being born to a sample member, 2) by marrying a sample member,
or 3) by either giving birth to the child of a sample member or by siring a child with a sample
member. Those born into the sample can exit the sample in one of two ways: 1) through
death, 2) by emigrating from the village and becoming completely lost from the knowledge of
anyone remamning in the sample. Those who enter the sample through marriage or parentage
can exit in three ways: 1) thrcugh death, 2) by breaking or disowning the relationship that
brought them into the sample, or 3) by emigrating from the village and becoming completely
lost trom the knowledge of anyone remaining in the sample. The distinction between exit
conditions for those who are born into the sample and those who marry or parent their way
into the sample is that we will make a vigorous effort to follow those who are born into the
sample wherever they move, while we will make less effort to follow those who marry or
parent their way into the sample once they disown their associating relationship. There are

cases of villagers who have emigrated to foreign nations such as Zimbabwe, England, the

1" There are few excepdons to these rules, but when they do occur they are evaluated on a case by case basis and usually involve
someone who has moved within the physical confines of the village and has successfully integrated themselves (or their whole
family) into the village group.

69

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



US.A., and Japan. These individuals remain in the sample as long as we have access to

information on them through their relatives.

DATA

The demographic data collected by the GTRP was originally coded and input to machine
readable format by Colson and Scudder beginning in the 1960s and 1970s. At that dme they
devised a clever bur complicated scheme to code the relationships between people in the
sample and all of the other information so that it could be recorded in an ASCII flar file. For
the most part, they used the WordStar word processing program to enter data into plain ASCII

files, an example of which is presented in Table 14:

Several features of this record keeping system have provided me with considerable challenges
in the production of demographic indicators. Although they worked from the same template
and agreed carefully on the organization and format they would use when coding the data,
Celson and Scudder often deviated from their rules in small ways. They were much more
consistent with themselves than they were with each other, but over time even their individual
coding schemes varied considerably. Compounding this is the fact that they were representing
very complex social organization that has evolved rapidly over the past 40 years. This lead to
many unforeseen circumstances that each of them had to handle individually as they were
coding the data. For the most part they found solutions that were within the general theme of
the coding systemn, but occasionally, the solution was a one-off. Last, the files that they worked
with became very large, and they sometimes placed codes in columns adjacent to the one

designated for the code.
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TABLE 14: SAMPLE OF RAW DATA SET:
AARONNSIPA'S FAMILY, MAZULU VILLAGE

24 1 AARONNSIPA MAZ M19254444
24 2 FULAU MAZW1 F19324444
24 3 BRAIN MAZW1. 1 M19504444
24 4 ELITA MAZWl. 1Wl1 F19564444
24 5 CHIKWEKWE MAZW1. 1Wl. 1 F19744444
24 SaMASOLI MAZW1. 1Wl. 1H1 M19734444
24 SbSUZEN MAZW1. 1Wl. 1H1l. 1 F19924444
24 6 LORENCE MAZW1. 1Wl. 2 M19764444
24 7 MALILA MAZW1l. 1Wl. 3 F19794444
24 8 MANKALIA MAZW1l. 1Wl. 4 M19814444
24 8aKOPO MAZW1. 1Wl1l. 5 M19844444
24 8bBOY MAZW1. 1Wl. 6 M19861986
24 B8cSIAMPIYE MAZW1. 1Wl. 7 F19874444
24 B8dLENTI MAZW1. 1Wl. 8 F19904444
24 8eDUTY MAZWl. 1Wl. 9 F19934444
24 9 JENNY *MAZW1. 1W2 F19604444
24 10 ANDERSON MAZW1. 2 M19534444
24 11 GEORGINA MAZW1l. 2W1 F19574444
24 12 GIRL MAZW1. 2Wl1l. 1 F19761976
24 13 LONISI MAZWi. 2Wl1l. 2 F19774444
24 14 MBOZI MAZW1. 2Wl1l. 3 F19804444
24 15 VICENT MAZWL. 2W1l. 4 M19844444
24 16 JENIPHER MAZW1. 2wW2 F99994444
24 17 SUNDAY MAZW1. 2W2. 1 M19794444
24 18 MUTINTA MAZW1. 2W2. 2 F19814444
24 19 RUTH MAZW1. 2w2. 3 F19831984
24 20 MISCARRIAGE MAZW1l. 2W2. 4 mS19841984
24 21 IRENE MAZW1. 2W2. S F19864444
24 22 LYDEE MAZW1. 2W2. 6 F19884444
24 22aMWAKA MAZW1. 2W2. 7 F19904444
24 22bCHIMUNYA MAZW1. 2W2. 8 F19924444
24 23 LOTIA MAZW1. 2W3 F19734444
24 23aMONICA MAZW1. 2W3. 1 F19924444
24 23bVELLA MAZW1. 2W3. 2 F19944444

These idiosyncracies ensured that no single logic could fully decipher the data files and
transform them into a representation suitable for statstical estimation. Work on the files
started in 1991 and continued through the Fall of 1999. I started by going through each file

record-by-record and adjusting the columns so that the codes occupied the correct columns in
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the raw files. I then read them into dBASE and wrote and ran a number of programs designed
to identify gross inconsistencies, and I slowly identified and fixed a number of those. The
coding scheme that represented genealogies is complex and took a long time to fully
understand. When [ finally did understand it, it was evident that many people in the data files
were represented with more than one record, in some cases many records. Most individuals
had a record to code their position in their natal family and additional records to record some
or all of their marriages and affairs. Comparing the raw dara describing Aaronnsipa's family in
Table 14 with the genealogy generated from the reladonal equivalent in Table 18, it is evident
that many of the people appearing in Table 14 share more relationships than are represented in
that section of the raw dara. All of those extra relationships were coded elsewhere in the raw
data, and for each, there was another record to represent the related person appearing in Table
14. These duplicate records posed a serious challenge. The first step in solving this was to go
over all of the data record-by-record with Colson and Scudder and have them ensure that all of
the records associated with each individual were correctly identified so that my programs could
associate them. This was a tedious job that required hours of checking and rechecking with
the paper records. Once that was complete, I began writing programs to reconstruct families
from Colson and Scudder's coding scheme and to create my own links between family
members. This step in particular was challenging and occupied the better part of one and a
half years. The middle group of columns in Table 14 contains the codes that link people to
onc another. All of the codes in those columns have meaning including the spaces and
periods. The result is a complex representation system that when recorded in an ASCII file
with no input-time consistency checking resulted in a painfully inconsistent data set. I literally
wrote and ran hundreds of programs to decipher those relationships; every new run revealed
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another unique case or set of cases that were incorporated into the next version of the
program. After some months of iterating through that cycle, I gave up and decided to print
out the links I had generated and manually compare them to the raw files. Hence commenced
by far the most tedious task associated with this dissertation. I spent most of a year reading
each link individually and comparing it to the raw files. I fixed any inconsistencies that I
uncovered and also verified that I had recorded all of the links that were represented in the raw

files.

Concurrently, I experimented with various relational (see Appendix A and Appendix B)
schemes for representing the data, and after several false starts, I settled on a simple but
flexible data model that balances representational generality with compurational efficiency and
ensures that new data elements can be easily incorporated in the future. Part 4 discusses the
issues involved with designing a good data model and presents an expanded version of the
data modei that I chose for the Gwembe demographic data. The fundamental elements of the
model responsible for representing relationships within tamilies are displayed in Figure 33, see

Part 4 for details on the notation.

People-Unions-Links Unions
) <[ D
T3 | Persoud / SeartDate
UnionlD EndDate
LinkType
Rank

Figure 33: The Basic Relatonal Model of the Analysis Data Set
The dara model (Figure 33) needs to be able to represent all kinds of households:
monogynous, polygynous and potendally homosexual (not yet necessary, but possible in the

future and certainly worth foreseeing in the basic design of the data model). For that reason, I
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had to choose a scheme that relates individuals to unions without reference to their sex, that
can relate more than one wife to each man concurrently (or the other way around, although
polyandronous unions are not supposed to be possible, they do on occasion exist for brief
periods), does not rely on accurate dates to make the associations or represent the
chronological order of the unions, does not require complete knowledge of both partners to
represent a union, and finally, easily allows children to be associated with the unions that

created them. A very brief and incomplete description of the model follows.

People and unions are the basic items that are represented, the two outermost tables in Figure
33. The table in the middle is a relationship that links people with unions in two ways. One,
each spouse participating in a union has a record in the relationship table (a link record)
containing their ID and the ID of the union that they share. The fact that they are spouses is
represented by the “spouse” value in the LinkType field in both of their link records, and the
chronological order ot the unions is represented by the values in the Rank field if the set of
dates is incomplete. Two, each child produced by a union has a link record containing their
ID and the ID of the union that produced them, and the fact that they are children of that
union is represented by the “child” value in the LinkType field of their link record. If birth
dates are not known, their birth order is represented by values in the Rank field. Using SQL
(Appendix B), it is easy to associate spouses, parents and children, to count spouses or children
by any combination of attributes and to make complex associations between large numbers of

people, such as genealogy, and example of which is presented in Table 18.
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To illustrate the organization of the analysis data set, I have located the records that describe
Aaronnsipa's family in the three base tables shown in Figure 33. Table 15 is an extract from
the people table conraining all of the members of Aaronnsipa's family; Table 16 is the set or
records from the unions table that describes the unions formed between members of
Aaronnsipa’s family; and Table 17 is the list of links from the people-unions-links table that
represent the connections berween the people and unions in Aaronnsipa's family. As an
example, let us take the first record in Aaronnsipa's genealogy, Table 18. That record indicates
that with his wife Fulau, Aaronnsipa had a son named Brain who married Elita and together
with her had a daughter named Chikwekwe. Chikwekwe subsequently married Masoli and the
two of them had a daughter named Suzen. To see how this was constructed from the three
base tables, we first examine the pcople table and identfy the people involved:
1292:Aaronnsipa, 1540:Fulau, 17:Brain, 1541:Elita, 1542:Chikwekwe, 1543:Masoli, and
154+:Suzen. The union between Aaronnsipa and Fulau is number 925 beginning in 1950 and
ending in 1982. Both Aaronnsipa and Fulau have a link record to that union; numbers 14110
and 16416 respeciively. Brain in linked to Aaronnsipa and Fulau's union by link record 18931.
The reader can verify for themselves the unions between Brain and Elita and Chikwekwe and

Masoli and the fact that Chikwekwe is a product of the first union and Suzen of the second.
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TABLE 15: RECORDS IN THE PEOPLE TABLE
DESCRIBING MEMBERS OF AARONNSIPA'S FAMILY18

ID Name Village  Sex BirthYcar DeathYear
16 Jenny Mazulu  Female 1960 HH
17 Bran Mazulu  Male 1950 4
18  Midress Mazulu  Female 1978 -+
19  Chades Mazulu  Male 1973 S+
20 Siakaligonya Mazulu  Male 1981 1984
21 Judy Mazulu  Female 1983 L
2 Siamuzambi Mazulu  Male 1986 1988
23 Mbozt Mazulu  Female 1988 4
24 Mudongo Mazulu  Male 1990 1993
25  Bov Mazulu  Male 1992 1992
26  Checlo Mazulu  Male 1993 B e
1291 Ciibwa Mazulu  Female 1949 44
1292 Aaronnsipa Mazuly  Male 1925 i
1296  Gertrude Mazutu  Female 1975 +H4
1297 Davis Mazulu  Male 1960 444
1298  Siakila Mazuly  Male 1969 +H
1299  Boy Mazulu  Mlale 1993 1993
1300  Clever Mazulu  Male 1969 4
1301 Morden Mazulu  Male 1978 4
1501 Bridget Mazulu  Female 1971 444
1502 Stamuzambi Mazulu  Male 1970 He
1303  Siamunkala Mazulu  Male 1991 EEAN)
1504 Muneanga Mazulu  Female 1993 4
1540 Fulau Mazulu  Female 1932 1996
1541 Elita Mazulu  Female 1956 4
1542 Chikwekwe Mazulu  Female 1974 B )
1543 Masoli Mazuu  Male 1973 4
1544 Suzen Mazulu  Female 1992 H
1545 Lorence Mazulu  Male 1976 Eaand
1546  Malila Mazulu  Female 1979 1983
1547 Mankalia Mazulu  Male 1981 4
1548 Kopo Mazulu  Male 1984 44
1349 Boy Mazulu  Male 1986 1986
1550 Siamptye Mazulu  Female 1987 )
1551 Lenn Mazulu  Female 1990 ERENY
1552 Duty Mazulu  Female 1993 Hbbd
1553  Manembwa Mazulu  Female 1995 +HH
13554  Anderson Mazulu  Male 1953 RN
1555  Georgina Mazulu  Female 1957 i
1556 Gid Mazuiu  Fernale 1976 1976
1557 Lonisi Mazulu Female 1977 4444
1538  Monitor Mazulu  Male 1975 44
1559  Mboz Mazulu  Female 1980 i
1560 Vicent Mazulu  Male 1984 4+
1570 Loda Mazulu Female 1973 4444

18 4444 represents “forever”, so a death vear of 4444 indicates that the person is sdll alive at the ime when their informaron
was last updated.
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TABLE 15: RECORDS IN THE PEOPLE TABLE
DESCRIBING MEMBERS OF AARONNSIPA'S FAMILY1S8

ID Name Village  Sex BirthYear DeathYear
1571 Monica Mazulu  Female 1992 +HH
1572 Vel Mazulu  Female 1994 +HH
1573 Mugandanga Mazulu  Female 1955 1996
1580 Siachikede Mazulu  Male 1958 1960
1582  Siakagoma Mazulu  Male 1960 1967
1583 Chikwekwe Mazulu  Female 1963 4444
1584 Dawd Mazulu  Male 1957 444
1385  Jacklin Mazulu  Female 1983 Hd
1586 Gibson Mazulu  Male 1986 -4
1587 Tinosi Mazulu  Male 1989 +
1588 Chikwekwe Mazulu  Female 1992 et
1589 Sondo Mazulu  Male 1956 Rl
1390 Maina Mazulu  Female 1995 et
15391 Eunice Mazulu  Female 1965 4
1592 Robby Mazulu  Male 1965 bt
1593  Fadess Mazulu  Female 1984 4
15394 Fidence Mazulu  Female 1988 RS
1595 Lud Mazulu  Female 1995 Rl
1596 Dobadoba Mazulu  Male 1968 1995
1597  Shelly Mazulu  Female 1976 44
1598 Bay Mazulu  Male 1995 1995
1599 Rondva Mazulu  Female 1973 EXXNY
1600  Peter Mazulu  Male 1972 4
1601 Mazuba Mazulu  Female 1994 4
1611 Manya Mazulu  Female 1943 -
1612 Bov Mazulu  Male 1962 1965
1613 Gud Mazulu  Female 1965 1967
1614 Ngulube Mazulu  Female 1968 1981
1615 George Mazulu  Male 1970 -
1619 Molly Mazulu  Female 1972 +H
1620 Davidson Mazulu  Male 1962 1993
1621  Boy Mazulu  Male 1993 1993
1622 Munamwide Mazulu  Female 1975 1975
1623 Ever Mazulu  Fernale 1976 EERR)
1624 Bighay Mazulu  Male 1979 EIXNY
1625 Mujibelo Mazulu  Female 1983 it
1626 Julia Mazulu  Female 1944 -
1628 Mboa Mazulu  Female 1970 1971
1629 Siachibone Mazulu  Male 1972 RN
1630 Malala Mazuly  Female 1978 EEENY
1631 Chikwekwe Mazulu  Female 1995 Ht
1632 Kephas Mazuu  Male 1975 ERXNY
1633 Maclina Mazulu  Female 1978 ERNE
1634 Grantea Mazulu  Male 1981 1991
1635 Miscamiage Mazulu  Male 1991 1991
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TABLE 16: RECORDS IN THE UNIONS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID StartYear StopYear
2 1995 H
8 1993 1993
7 1993 1995
780 1995 HH
924 1974 1977
925 1930 1982
9230 1962 HH
923t 1969 4
935 1978 4
9236 1973 e
939 1992 4
940 1976 1984
942 1991 1994
945 1984 i
955 1982 1992
956 1993 H4
258 1983 HH
959 1990 Raand
960 1994 1996
963 992 4
981 1994 4
1195 1990 1993

TABLE 17: RECORDS IN TiE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplelD InkUnionsIiD RelatonshipType
13798 \7 935 Spouse
13799 17 236 Spouse
13800 19 21 Spouse
14110 1292 925 Spouse
14113 1292 930 Spouse
14114 1292 931 Spouse
14116 1292 924 Spouse
14120 1297 778 Spouse
14121 1298 779 Spouse
14122 1300 780 Spouse
14146 1502 959 Spouse
14147 1502 960 Spouse
14154 1543 939 Spouse
14155 1554 940 Spouse
14156 1554 942 Spouse
14158 1538 95 Spouse
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TABLE 17: RECORDS IN THE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplel D InkUnionsID ReladonshipType
14159 1584 955 Spouse
14160 1589 956 Spouse
14161 1592 958 Spouse
14162 1600 963 Spouse
14165 1620 1195 Spouse
14166 1629 981 Spouse
16050 16 935 Spouse
16051 18 21 Spouse
16361 1291 924 Spouse
16365 1296 7 Spouse
16366 1296 79 Spouse
16367 1296 778 Spouse
16404 1501 959 Spouse
16416 1540 925 Spouse
16417 1541 936 Spouse
16418 1542 939 Spouse
16419 1555 940 Spouse
16420 1557 945 Spouse
16421 1570 942 Spause
16424 1583 955 Spouse
16425 1583 956 Spouse
16426 1591 958 Spouse
16427 1597 960 Spouse
16428 1599 963 Spouse
16435 1611 930 Spouse
16438 1619 1195 Spouse
16439 1626 931 Spouse
16440 1630 981 Spouse
18932 26 935 Child
19905 1296 924 Child
19906 1299 778 Child
19907 1301 924 Child
20038 1502 925 Child
18931 17 925 Child
18932 18 935 Child
18933 20 935 Child
18934 21 935 Child
18935 ad 935 Child
18936 23 935 Child
18937 24 935 Child
18938 i) 935 Child
20039 1503 959 Child
20040 1504 959 Chid
20060 1542 936 Child
20061 1544 939 Child
20062 1545 936 Child
20063 1546 936 Child
20064 1547 936 Child
20065 1548 936 Child
20066 1549 936 Child
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TABLE 17: RECORDS IN THE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplelD InkUnionsID ReladonshipTvpe
20067 1550 936 Child
20068 1551 9236 Child
20069 1552 936 Child
20070 1553 936 Child
20071 1554 925 Child
20072 1556 940 Chid
20073 1557 9240 Child
20074 1339 20 Child
20075 1560 940 Child
20085 1571 942 Chuld
20086 1572 942 Child
20087 1573 925 Child
20094 1580 925 Child
2009 1582 925 Child
20097 1583 925 Child
20098 1585 955 Child
20099 1586 955 Child
20100 1587 955 Child
20tm 1588 955 Child
20102 1590 956 Child
20103 1591 925 Child
20104 1593 958 Child
201035 1594 958 Child
20106 15395 958 Child
20107 1596 925 Child
20108 1592 9260 Child
20109 1599 925 Child
20110 1601 963 Child
20118 1612 930 Child
20119 1613 930 Child
20120 1614 9230 Child
2012t 1615 9230 Child
20124 1619 9230 Child
20126 1621 1195 Child
20127 1622 930 Child
20128 1623 930 Child
20129 1624 9230 Child
20130 1625 930 Child
2013t 1628 931 Child
20132 1629 931 Child
20133 1631 981 Child
20134 1632 931 Child
20135 1633 931 Child
20136 1634 931 Child
20137 1635 931 Child
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TABLE 18: SAMPLE OF QUERY ON ANALYSIS DATA SET:
GENEALOGY OF AARONNSIPA'S FAMILY, MAZULU VILLAGE"

Generagon 0 Genenation | Generagon 2 Generaton 3
D Name PPSpowe ID Name PI Spowe 1D Name PO Spowse 1D Name
1292 Aaronnsipa 1540 Fulau 17 Brain 1541  Elia 1542 Chikwekwe 1343 Masoli 1344 Suzen
1292 Aaronnsipa 1540  Fulau 17  Bram 1541 Elin 1545 Lorence
1292 \aronnsipa 1540 Fulau 17  Brin 1541  Elia 1546 Malila
1292 Aaronnsipa 1540 Fulau 17  Brain 1541  Elita 1547 Mankalia
1292 Aaronnsipa 154  Fulau 17  Brin 1541 Elia 1548 Kopo
1292 Aaronnsipa 1540 Fulau 17  Brain 1541  Elia 1549 Boy
1292 \aronnsipa 1540 Fulau 17  Brain 1541 Elia 1550 Siampive
1292 Aaronnsipa 1540 Fulau 17 Bran 1541 Elin 1351 Lend
1292 Aaronnsipa 154) Fulau 17 Brain 1541  Elia 1552 Duty

19 Using Microsoft Access 2000, the unoptimized SQL used to generate Table 18 from the three base mbles is:

qryGenealogy: SELECT Generation_l.EgolID AS GenOID, Generation_l.Egillame AS GenOName,
Generation_l.SpouselD AS GenOSpouseID, Generation_l.SpouseName AS GenOSpouse, Generation_1.ChildID AS
GenllD, Generaticn_l.ChildName AS GeniName, Generation_2.SpouselID AS GenlSpouselD,
Generation_2.SpouseName AS GenlSgouse, Generation_2.ChildID AS GenlID, Generation_2.ChildName AS
Gen2Name, Generation_3.SpouseID AS Gen2SpouselD, Generation_l.SpouseName AS Gen2Spouse,
Generation_3.ChildID AS Gen3ID, Generation_3.ChildName AS GenlName FROM (qryGeneration AS Generation_l
LEFT JOIN qryGeneration AS Generation_2 CON Generation_l.ChildID = Generation_2.EgolD) LEFT JOIN
qryGeneration AS Generation_3 ON Generation_2.ChildID = Generation_3.EgolD WHERE
{((Generaticn_l.EgoName) =*Aaronnsipa®)) ORDER BY Generation_l.EgoID, Generation_l.StartYear,
Generation_l.ChildID, Generation_2.StartYear, Generation_2.ChildID, Generation_3.StartYear,

Generation_3.ChildID;.

qryGeneration: SELECT gryAllPeopleSpouses.EgolD, gryAllPeopleSpouses.EgoName,
gryAllPecpleSpouses.SpouselD, gqryAllPecpleSpouses.SpouseName, qryPeopleWithNatalUnions.ChildID,
qryPecpleWithNatalUnions.ChildName, qryAllPecpleSpouses.StartYear FROM qryAllPecpleSpouses LEFT JOIN
qryPeopleWichNatalUnions ON qryAllPeopleSpouses.UnionID = gryPeopleWithNatalUnions.UnionID ORDER BY
gryAllPecpleSpouses.EgoID, gryAllPeopleSpouses.StartYear.

qryPeopleWithNatalUnions: SELECT Children.MumericID AS ChildID, Children.Name AS ChildName, Unions.ID AS
UnionID, Unions.StartYear, Unions.StopYear FROM tblitmPeople AS Children LEFT JOIN (tblepdUnions AS
Unions RIGHT JOIN tbllnkPecpleUniocns AS LinksChildrenTcUnions ON Unions.ID =
LinksChildrenToUnions.lnkUnionsID) ON Children.NumericID = LinksChildrenTcUnions.lnkPeopleID WHERE

( ((LinksChildrenToUnions.RelationshipType)=l)).

QryAllPeopleSpcuses: SELECT AllPecpleWithUnions.NumericID AS EgolD, AllPeopleWithUnions.Name AS EgoName,
UnionsWithAllPeople.NumericID AS SpouselID, UnionsWithAllPeople.Namm AS SpouseName,
AllPeopleWithUnions.UnionlD, AllPeopleWithUnions.NumericID, UnionsWithAllPecople.StartYear,
UnionsWithAllPeople.StopYear FROM qryAllPecpleUnions AS AllPeopleWithUnions LEFT JOIN qryAllPecpleUnions
AS UnionsWithAllPecple ON AllPecpleWithUnions.UnionID = UnionsWithAllPeople.UnionID WHERE
{{(AllPecpleWithUnions.NumericID) <> (UnionsWithAllPeople] . (NumericID])).

QryAllPecpletinions: SELECT tblitmPeople.NumericID, tblitmPeople.Name, Unions.ID AS UnionID,
Unions.StartYear, Unions.StopYear FRCM tblitmPecple LEFT JOIN {(tblepdUnions AS Unions RIGHT JOIN
tbllnkPeoplelinions ON Unions.ID = thllinkPeopleUniocns.lnkUnionsID) ON thlicmPeople.NumericID =
tbllnkPecpleUnions. lnkPeopleID WHERE (((tbllnkPecpleUnions.RelationshipType)s=0 Or
(zbllnkPeopleUnions.RelationshipType) Is Null)).
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TABLE 18: SAMPLE OF QUERY ON ANALYSIS DATA SET:
GENEALOGY OF AARONNSIPA'S FAMILY, MAZULU VILLAGE"

Genenaton () Generagon 1 Generation 2 Generation 3
D Name POSSpowse ID Name PPN Spowe 1D Name P Spowe ID Name
1292 Aaronnsipa 1540  Fulau 17  Brain 1541  Elira 1533 Manembwa
1292 Aaronnsipa 1540  Fulau 17  Brain 16 Jenny 18 Midress 19 Charles
1292 Aaronnsipa 1540 Fulau 17  Brain 16 Jenny 20 Siakaligonya
1292 Aaronnsipa 1540 Fulau 17 Brain 16 Jenny 21 Judy
1292 Aaronnsipa 1540 Fulau 17  Brain 16 Jenny 22 Siamuzambi
1292 Maronnsipa 1540 Fulau 17 Brain 16 Jenny 23 Mboz
1292 Aaronnsipa 1540 Fulau 17  Brain 16 Jenny 24 Mudongo
1292 Aaronnsipa 1540  Fulau 17  Brain 16 Jenny 25 Boy
1292 Aaronnsipa 1540  Fulau 17  Bmin 16 Jenny 26 Checo
1292 Aaronnsipa 1540 Fulau 1502 Siamuzambi 1501  Beidger 1503 Siamunkala
1292 Aaronnsipa 1540  Fulau 1302 Siamuzambi 1301 Bridger 1504 Muntanga
1292 Aaronnsipa 1540 Fulau 1502 Stamuzambi 1597  Shelly 1398 Boy
1292 \aronnsipa 1540  Fulau 1554 Anderson 1355  Georgina 1556 Gid
1292 Aaronnsipa 1540  Fulau 1554 Anderson 1555  Georgina 1557 Lonisi 1558  Monitor
1292 Aaronnsipa 1540  Fulau 1554 Anderson 1555  Georgina 1559 Mbozi
1292 Aaronnsipa 1540 Fulau 1354 Anderson 1555  Georgina 1560 Vicent
1292 Aaronnsipa 1540  Fulau 1554 Andersan 11163 Jenipher 1561 Sunday
1292 Aaronnsipa 1540 Fulau 1554 Anderson 11163 Jeniphicr 1562 Mutinta
1292 Aaronnsipa 1540 Fulau 1554 Anderson 11163 Jenipher 1563 Ruth
1292 Aaronnsipa 1540  Fulau 1554 Anderson 11163 Jenipher 1564 Miscamage
1292 Aaronnsipa [540 Fulau 1554 Anderson 11163 Jenipher 1565 Irene
1292 Aaronnsipa 1540  Fulau 15534 Anderson 11163 Jenipher 1566 Lydee
1292 Aaronnsipa 1540  Fulau 1554 Anderson 11163 Jenipher 1567 Mwaka
1292 Aaronnsipa 1540  Fulau 1554 Anderson 11163 Jenipher 1568 Chimunya
1292 Aaronnsipa 1540  Fulau 1554 Anderson 11163 Jenipher 1569 Kisco
1292 Aaronnsipa 1540 Fulau 1554 Anderson 1570 Loda 1571 Monica
1292 Aaronnsipa 1540  Fulau 1554 Anderson 1570 Loda 1572 Vella
1292 Aaronnsipa 1340 Fulau 1573 Mugandanga
1292 Aaronnsipa 1540  Fulau 1580 Siachikede
1292 Aaronnsipa 1540  Fulau 1382 Siakagoma
1292 Aaronnsipa 1540 Fulau 1583 Chikwekwe 1584 David 1585 Jacklin
1292 Aaronnsipa 1540  Fulau 1583 Chikwekwe 1584 David 1586 Gibson
1292 Aaronnsipa 1540 Fulau 1583 Chikwekwe 1584 David 1587 Tinosi
1292 Aaronnsipa 1540 Fulau 1583 Chikwekwe 1584 David 1588 Chikwekwe
1292 Aaronnsipa 1540  Fulau 1583 Chikwekwe 13589 Sondo 1590 Maina
1292 Aaronnsipa 1540 Fulau 1591 Eunice 1592 Robby 1593 Fadess
1292 Aaronnsipa 1540  Fulau 1591 Eunice 1592  Robby 1594 Fidence
1292 Aaronnsipa 1540 Fulau 1591 Eunice 1592 Robby 1595 Lud
1292 Aaronnsipa 1540  Fulau 1396 Dobadoba
1292 Aaronnsipa [340  Fulau 1599 Rontiya 1600  Peter 1601 Mazuba

1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronnsipa 1611
1292 Aaronasipa 1611

Marniya 1612 Boy
Manya 1613 Gid
Marya 1614 Ngulube
Mariya 1615 George
Manya 1619 Molly

Manya 1622 Munamwide

Mariya 1623 Ever
Mariva 1624 Bigboy
Magva 1625 Muyjibelo

1620

Davidson 1621 Boy
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TABLE 18: SAMPLE OF QUERY ON ANALYSIS DATA SET:
GENEALOGY OF AARONNSIPA'S FAMILY, MAZULU VILLAGE"

Generation 0 Generation | Generation 2 Generation 3
ID  Name 5[’[(;;“5?0““ ID  Name bp;)[;sc Spouse ID  Name bp[t:;;sc Spowse ID Name

1292 Aaronnsipa 1626 Julia 1628 Mbozi

1292 Aaronnsipa 1626 Julia 1629 Siachibone 1630 Malala 1631 Chikwekwe
1292 Aaronnsipa 1626 Julia 1632 Kephas

1292 Aaronnsipa 1626 Julia 1633 Maclina

1292 Aaronnsipa 1626 Julia 1634 Grantea

1292 Aaronnsipa 1626 Julia 1635 Miscarriage

1292 Aaronnsipa 1291 Ciibwa 1296 Gertrude 1298 Sinkila

1292 Aaronnsipa 1291 Ciibwa 1296 Gerrude 1297 Davis 1299 Boy

1292 Aaronnsipa 1291 Ciibwa 1296 Gertrude 1300 Clever

1292 Aaronnsipa 1291 Cijbwa 1301 Morden

The final step in preparing the data involved the conversion of the cleaned and fully linked raw
files into the simple relatonal representation shown in Figure 33. I constructed the new
darabase using Microsofr Access, and from thar point on, the data were all managed and
manipulated using Microsoft Visual Basic and Microsoft Access SQL, both embedded in

Microsoft Access. The conversion step was relatively straightforward and set the stage for

rapid progress with analysis.

Utilizing the benefits of the relational representation, I was able to write efficient, consistent
SQL and Visual Basic code to select appropriate records for analysis and finally create the
analysis files. The first step identified individuals in the sample for whom all important dates
were known, and for whom connections between spouses and parents and children were also
known. The dates I required are: birth date, death date, date of censorship if lost to
observation, and all dates describing conjugal unions. These data selection processes removed

roughly 3,000 individual records from the original 14,201 unique individual records to result in
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a clean and complete individual data set containing 11,162 individuals, the composition of
which is described below. Similar selection on the unions table removed roughly 700 unions
from the original 4,000 to yield 3,300 well-described unions. The time period covered by this
dataset extends from the earliest retrospective data that Colson and Scudder collected on the
original sample in 1956 up undl 1995. Because of the retrospective data, there are dates

stretching back into the late 1800s for the oldest members of the original enumeration.
The tables with which I finally started the analysis had the following attributes:

PEOPLE TABLE

TABLE 19: DESCRIPTION OF THE PEOPLE TABLE

Name: ThlitmPeople
Records: 11,162
Fields:
Mame Tspe Descopton
ID Number Unique [D for this person
Name Text This person's name
llage Text This person’s village
Sex Number This person's sex
Twin Binary ‘This person is 2 member of a pair of twins
SameSexTwin Binary This person is a same-sex twin
BirthYecar Number This person's year of birth
DeathYear Number This person's year of death
EntryYear Number The year this person entered observaton
{nEvent Number Event thar initiated observation of this person
ExirYear Number The year this person exited observation
OutEvent Number Event that conduded obscrvation of this person
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UNIONS TABLE

TABLE 20: DESCRIPTION OF THE UNIONS TABLE

Name: TblepdUnions

Records: 3,383

Fields:

Name Tvpe Descaoption

ID Number Unique ID for this union

StanType Number Type of initiation for this union

StopType Number Type of terminanion for this union

StartYear Number Year this union started

StopYear Number Year this union ended
LINKS TABLE

TABLE 21: DESCRIPTION OF THE LINKS TABLE

Name: tbllnkPeopleUnions

Reconds: 13,789

Ficlds:

Name Type Descrption

ID Number Unique LD for this link

[.nkPeoplelD Number Link ID to the person associated with this link
InkUnionsID Number Link ID o the Union assodiared with this link
LakType Number Type of this link

LnkRank Number Rank of this link

You will notice that all of the date fields are labeled Year. That reveals one of the major
limitations of this dataser. The majority of dates are defined with the precision of one year;
hence it is not possible to do any calculations with periods less than one year without making

assumptions about the tming of the event of interest over the period of one year.

SIZE AND COMPOSITION
The following sections present the overall size and composition of the well-defined sample of

the Gwembe Study population over time. This information is included to familiarize the
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reader with the general characteristics of the dara set from which all of the demographic
indicators were calculated. The notadon “1/1/19XX” indicates that the values refer to
reference dates at the beginning of a calendar year; for example, a growth rate is calculated as

the proportional growth between the first of January on consecutive years.

POPULATION PYRAMID

75-79
70-7+4
65-69
60-64
55-59
50-54
4549

Age
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30-34
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Figure 34: Gwembe Study Population Pyramid 1957-1995: Person Years Lived in Each Age Group as a Percent
of Total Person Years Lived (Male and Female)

POPULATION SIZE, GROWTH RATES, AND SEX RATIO BY YEAR
Table 22 through Table 24 display the size of the sample at the beginning of each year of
observation with the numbers of births and deaths during each subsequent year. The

demographic balancing equation is used to calculate the net additions to the sample that
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cannot be accounted for by the births and deaths during the year. Two growth rates are
calculated from those numbers; 1) the total growth rate including growth (or decline) from

sources other than natural increase, and 2) the growth of the population due to natural increase

only.

The weighted average of the annual “net additions” to the sample is 21 indicating that a non-
negligible number of people join the sample for various reasons during each year. These are

primarily women (and their children) marrying into the sample.

87

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



TABLE 22: SIZE AND SEX COMPOSITION OF ANALYSIS SAMPLE

OF THE GWEMBE STUDY POPULATION BY YEAR

Additions and Subtractions Growth Rates
Annual
Proportional Annual
Net Growth of Propartional
Additions to  Recorded Sample Recorded Sample Growth due to Sex Ratio
Burths Deaths Sample Population Populanon  Natural Increase Male:Female per 100

Year During Year During Year During Year (1/1/19XX) (1/1/19XX) (1/1/19XX) (1/1/19XX)
1957 74 40 jra] 1199 -NA- -NA- 81.7
1938 113 53 8 1255 +4.56% 2.80% 821
1939 9 16 19 1333 5.28% 4.67% 35.0
1960 97 33 » 1375 3.86% 2.46% 87.1
1961 71 30 35 1461 6.07%% 4.55% 87.1
1962 115 3 38 1557 6.36% 277% 86.7
1963 107 33 24 1679 7.54% 5.25% 87.2
1964 12 55 35 1777 5.67°%% 4.31% 7.6
1963 153 42 2 1869 5.05%% 3.16% 86.3
1966 121 35 hi) 2002 6.87% 3.77% 86.6
1967 116 60 40 2113 5.40%% 4.21% 86.3
1968 168 47 25 209 +.44% 262% 875
1969 142 40 28 2355 6.40% 3.33% 88.4
1970 181 41 26 2485 5.37% 4 24% 89.0
1971 137 49 57 2651 6.47%% 3.48% 2.0
1972 206 38 14 2796 5.33% 3.27% 9.7
1973 179 30 19 2978 6.31% 5.83% 9.9
1974 136 57 32 3126 4.85% 4.24% 2.7
1975 203 48 35 3257 4.11% 3.12%% 94.0
1976 21t 40 38 347 5.67% 4.65%% 923.4
1977 181 42 29 3656 5.89% 4.84% 7”8
1978 192 7 42 3824 +.49% 3.73% 92.5
1979 201 79 37 3979 3.97%% 291% 2.7
1980 29 58 37 4138 3.92% 3.02° 2.3
1981 239 60 + 4366 3.36% 4.05% 9.4
1982 209 63 -81 4589 4.98% +4.02% 921.0
1983 218 16 26 4654 1.41% 3.13% 9220
1984 238 55 30 4852 4.17% 3.63% 9222
1985 243 T4 32 3085 4.69°% 3.70°% 91.8
1986 7 77 38 5286 3.88% 3.27% 27M.0
1987 297 86 -16 3524 4.40% 3.7% 2.9
1988 253 83 224 5719 3.47% 3.75% 90.1
1989 7 90 29 5865 2.52% 2930, 2.5
1990 358 83 + 6091 3.78% 3.30% 920.5
1991 70 114 28 6410 5.10% 4.42%% 2.4
1992 3ts 0 -39 6693 $.34%% 3.92%% 9%0.4
1993 3o1 145 36 6869 2.58% 3.44% 920.8
1994 299 102 23 7061 276% 2.25% 9.4
1995 332 123 -NA- 7286 3.14% 275% N3

2 4.33% 1.68% 920.5
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TABLE 23: SIZE AND GROWTH OF ANALYSIS SAMPLE: MALE

Additions and Subtractions Growth Rates
Annual
Proportional Annual
Growth of Proportional
Net Addidons o Recorded Sample  Recorded Sample  Growth due to
Births Deaths Sample Population Population Narural Increase

Year Dunng Year During Year During Year (1/1/19XX) (1/1/19XX) (1/1/19XX)
1957 45 3 5 539 -NA- -NA-
1938 64 Ly 5 566 +4.89% 4.00%%
1959 40 20 12 608 7.16%% 6.33%
1960 55 19 4 640 5.13% 3.24%
1961 37 17 23 680 6.06°% 5.47%%
1962 56 15 18 723 6.13%% 290°%
1963 54 16 t0 782 7.84% 5.52%
196+ 49 25 12 830 5.96% 4.74%
1965 72 16 7 866 4.25% 2.85%
1966 62 21 9 929 7.02% 6.27°%
1967 G0 29 21 979 5.24% +4.32%
1968 2 29 1t 1031 5.18% 3.12%
1969 74 21 12 1105 6.93% 3.93%
1970 100 21 7 1170 3.72% +4.68%
1971 68 24 30 1256 7.09%% 6.53%
1972 110 20 6 1330 5.72% 3. 4%
1973 89 2 it 1426 6.97% 6.55%
1974 88 26 12 1504 5.33% +4.59%
1975 100 g 14 157 4.80% 4.04%%
1976 928 19 16 1663 5.37%% +4.52%
1977 7 19 10 1760 5.55% 4.64%
1978 75 39 18 1838 +.34% 3.79%
1979 91 M 15 1892 290% 1.94%
1980 17 29 21 1964 3.73% 2.97%
1981 121 2 x2 2073 5.40% 4.38%
1982 113 36 -34 2187 5.35% 4.34%
1983 15 x 92 230 1.95% 3.46%
1984 120 H 21 277 4.26° 3.87%
1985 118 43 10 2434 4.50% 3.63°%
1986 138 43 17 519 3.43% 3.03%
1987 143 53 -11 2631 4.25% 3.707%
1988 126 41 9 2710 2.96% 3.36%
1989 145 44 7 2786 277% 3.09%
199 180 435 14 2894 3.80% 3.56%
1991 192 65 8 3043 5.02% +.56%
1992 148 2 -28 3178 +.3H4% 4.09%
1993 162 87 9 3269 282% 3.68%
1994 167 30 7 3353 2.54% 227%
1995 166 74 -NA- M7 3.63% 3.43%

7 4.40% 3.89%
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TABLE 24: SIZE AND GROWTH OF ANALYSIS SAMPLE: FEMALE

Additons and Subtractions Growth Rates
Annual
Proportional Annual
Growth of Proportional
Net Additionsto ~ Recorded Sample Recorded Sample  Growth duc to
Births Deaths Sample Population Population Nartural Increase

Year During Y'car During Year During Year (1/1/19XX) (1/1/19XX) (1/1/19XX)
1957 29 17 17 660 -NA- -NA-
1958 49 26 3 689 1.30°% 1.80%
1939 39 26 7 7t5 3.70% 3.28%
1960 42 14 18 735 276% 1.80°
1961 M 13 32 781 6.07%% 3.74%
1962 59 16 20 834 6.57% 2.65%
1963 53 17 14 897 7.28% 5.03%%
1964 63 30 23 947 5.42°% 3.93*
1965 81 26 15 1003 5.75% 3.43%%
1966 59 4 16 1073 6.75% 5.34%
1967 56 31 19 1134 5.53% +.11%
1968 "6 18 14 178 3.81% 218%
1969 68 19 16 1250 5.93% 4.81%
1970 81 2J 19 1315 5.07% 3.85%
1971 69 25 27 1395 5.91%% 4.33%
1972 9% 18 8 1466 4.96% 3.11%
1973 20 28 8 1552 5.70% 5.18%
1974 68 31 20 1622 +.41% 3.92%
1975 103 2 21 1679 345% 2.26%
1976 113 21 had 1782 5.95% 1.77%
1977 94 23 19 1896 6.20% 5.03%
1978 17 40 24 1986 4.64% 3.68%
1979 110 45 2 2087 4.96% 3.80%
80 12 29 36 2174 4.08% 3.07%
1981 118 31 x 293 5.33% 3.75%
1982 9% 27 -7 2402 4.64%% 3.72%
1983 103 19 17 2424 0.91°% 2.83%
1984 118 2 29 2525 4.08% 3.41%
1985 125 3t e 2651 4.87%% 3.77%
1986 139 34 21 2767 4.28% 3.48%
1987 154 33 -5 2893 4.45% 3.72%
1988 127 42 -15 3009 3.93% +.10%
1989 142 46 2 3079 2.30% 279%
1990 178 38 30 3197 3.76%% 3.07%
1991 178 49 20 3367 3.18% +4.29%
1992 166 51 31 3516 433% 3.76%
1993 139 58 27 3600 2.36% 3.22%
1994 132 52 21 o8 296% 2213%
1995 166 49 -NA- 3809 269% 2.13%

14 +4.26% 3.30%
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AGE COMPOSITION OF MALE POPULATION BY YEAR

TABLE 25: MALE SAMPLE POPULATION BY AGE AND YEAR

Age ar Beginning of Five-Year Interval

Year 0-79 0 1 5 10 15 20 25 30 35 40 45 50 35 60 65 70 75

1957 584 45 103 7 58 62 33 69 k2 30 19 14 9 6 7 3 5 0
1958 630 6+ 112 8 76 49 41 67 38 9 24 10 12 8 5 4 S 0
1939 648 40 138 9 T 8 ¥ 6 338 28 28 8 13 9 4 + 4 1
1960 695 5 143 91 8 35 5t 42 63 25 35 10 14 8 5 7 3 1
1961 M7 37 149 107 8 39 5 45 6 25 35 12 13 9 4 8 1 3
1962 79 56 150 16 8 6 73 43 70 32 31 17 (5 9 6 7 2 3
1963 836 34 155 142 8 8 60 35 12 3 2 24 11 12 7 5 3 4
1964 879 49 168 15 9 8 71 51 75 36 26 30 10 13 7 4 4 3
1965 938 72 160 169 91 95 67 61 51 63 24 38 10 15 9 3 7 3
1966 91 62 194 161 110 92 76 65 54 69 23 8 12 15 92 2 8 1
1967 1,039 6 194 178 17 98 T2 8 47 74 31 32 19 16 8 + 7 2
1968 123 92 194 176 143 93 93 67 61 76 36 0 25 10 14 5 5 3
1969 1179 74 228 18 151 98 9% 77 59 77 37 » 29 9 15 7 4 4
1970 1270 100 229 205 170 93 107 72 67 57 63 24 40 9 16 9 3 6
1971 1324 68 269 222 161 11t 103 84 68 61 69 24 40 10 15 10 2 7
1972 1440 110 285 220 179 121 109 8 8 52 76 M4 32 20 16 9 3 6
1973 1515 89 307 261 171 148 104 102 69 66 75 38 29 24 11 13 4 4
1974 1,592 88 322 282 181 155 112 10+ 8 6 81 337 W 27 9 14 5 3
1975 1678 100 311 305 204 171 102 12t 75 75 57 664 25 36 10 13 6 3
1976 1,763 98 33 318 25 164 120 117 8 75 60 0 25 38 i1 12 7 1
1977 1,847 87 333 7 25 183 126 124 85 2 51 4 33 31 18 13 6 1
1978 1913 75 329 371 22 176 152 121 105 75 65 4 37 29 23 8 9 2
1979 1983 91 307 38 280 188 163 130 105 8 S8 71 35 29 26 6 10 3
1980 208t (17 298 383 301 210 18 13 124 7 7 3 62 26 3t 8 1 5
1981 2194 12t -315 403 315 232 177 130 128 8 T8 % 66 25 33 2 10 6
1982 2300 113 35 379 361 29 202 131 13 8 95 0 3 33 25 15 1 6
1083 2345 115 374 347 361 261 197 6t 22 2 T8 @2 W 3B 24 17 7 5
1984 2447 120 396 352 375 273 214 166 135 103 9% 57 713 3t 27 19 5 1
1985 2552 118 397 372 3711 297 220 208 113 126 8 77 53 53 24 27 6 10
1986 2657 138 391 387 391 308 240 204 127 126 88 7 57 57 23 28 7 8
1987 2774 3 M4 407 372 353 W6 219 127 14 8 0 46 64 3t 2 13 8
1988 2836 126 430 #H0 343 357 266 218 18 127 99 5 61 64 3B 19 4 6
1989 2931 45 433 4355 31 374 277 231 164 135 100 8 5S4 65 30 2 16 4
1990 3074 180 463 455 35 370 302 20 210 112 120 76 74 47 48 20 17 4
1991 3235 192 514 7 375 388 315 237 209 121 121 & 72 2 48 20 18 4
1992 3326 148 551 499 391 373 356 233 224 119 125 & 8 41 53 27 15 8
1993 3431 162 558 515 428 342 35 26+ 216 148 117 93 70 5 53 29 15 9
1994 3520 167 551 534 455 343 374 276 218 153 119 93 8 49 55 27 {7 8
1995 3643 166 557 574 451 360 369 301 205 197 101 108 74 65 4 38 19 4
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TABLE 26: MALE SAMPLE PROPORTION BY AGE AND YEAR (PERCENT)

Age ar Beginning of Five-Year Interval
Year 0-14 65-79 1079 0 1 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75
1957 3017 137 5976 7.71 17.64 1490 993 1062 565 11.82 582 514 325 240 1.54 1.03 120 0.5t 0.86 0.00
1958 5365 143 5841 10.16 17.78 1365 1206 778 651 1063 6.03 460 3.8t 159 190 1.27 079 0.63 0.79 0.0
1959 5370 1.39 5818 6.17 2130 1435 11.88 895 602 10.19 586 432 432 123 201 139 062 062 062 0.15
1960 5410 1.38 5842 791 2058 13.09 1252 791 734 6.04 906 3.60 504 144 201 115 072 1.0t 043 O.14
1961 5272 1.67 59.14 516 2078 1492 11.85 823 781 628 9.62 349 488 167 1.81 1.26 056 1.12 0.14 042
1962 5276 154 5866 7.19 1926 1489 1142 770 937 552 899 411 398 218 193 116 077 090 026 039
1963 5239 144 5801 646 1854 16.99 1041 969 7.18 658 861 4.19 347 287 132 1.4+ 084 060 036 048
1964 5279 125 57.79 557 19.11 17.52 1058 967 808 580 853 410 296 341 114 148 080 046 046 034
1965 5245 1.39 5725 768 17.06 1802 970 1013 714 6350 544 672 256 4.05 1.07 1.60 096 032 075 032
1966  53.18 1.11 5792 626 1958 1625 1L10 928 767 656 545 696 232 3.83 121 151 091 020 081 0.10
1967 5284 125 5842 577 1867 17.13 1126 943 693 770 452 7.12 298 3.08 1.83 1.54 077 038 067 0.19
1968 5387 1.16 5886 8.19 1728 1567 1273 828 828 3597 543 677 321 267 223 0.89 125 045 045 027
1969 5411 1.27 5869 628 1934 1569 1281 831 8&14 653 500 6353 %4 246 246 0.76 L2F 059 034 034
1970 5543 142 5795 7.87 1803 16.14 1339 732 843 567 528 449 496 1.89 3.15 0.71 126 0.71 02% 0.47
1971 5438 144 5778 514 2032 1677 1216 838 778 634 514 461 521 181 3.02 076 113 076 0.15 0.53
1972 5514 125 5729 7.64 1979 1528 1243 840 757 576 590 361 528 236 222 139 L1l 063 021 042
1973 5465 139 5663 587 2026 17.23 1129 9.77 686 673 455 436 495 251 191 1.58 0.73 086 026 026
1974 5484 138 5653 553 2023 17.71 1137 974 704 653 515 377 509 232 188 1.70 057 088 031 0.19
1975 5483 131 5733 596 1853 18.18 1216 10.19 608 721 447 447 340 381 149 215 060 077 036 0.18
1976 5542 1.13 5735 5356 19.06 1804 1276 930 681 663 488 425 340 3.97 142 216 062 068 040 0.06
1977 5479 1.08 5739 471 1803 19.87 1218 991 682 671 460 487 276 4.01 179 1.68 097 070 032 0.05
1978 5421 099 5949 392 1720 1939 1370 920 795 633 549 392 340 3.87 193 1.52 1.20 042 047 0.10
1979 5361 096 6051 459 1548 1942 1432 948 822 656 530 449 292 393 L77 146 131 030 050 0.15
1980 5281 .15 6165 562 1432 1840 1446 1009 875 543 596 3175 380 255 298 1.25 149 038 0S3 0.2¢
1981 5260 1.14 61.76 5.52 1436 1837 1436 1057 807 3593 583 397 356 269 301 114 150 041 046 027
1982 5257 139 63.13 491 1548 1648 1570 996 878 570 591 370 413 217 3.17 143 1.09 065 048 0.26
1983  SL04 141 6435 490 1595 1480 1539 11.13 840 687 542 435 333 264 299 1.41 102 072 030 0.38
1984 5080 143 6453 490 16.18 1438 1532 1116 875 678 5.52 421 368 233 298 1.27 1.10 0.78 020 045
1985 4929 1.68 6524 462 1556 1458 1454 1164 862 8.15 443 494 313 3.02 208 208 094 1.06 024 039
1986 49.19 1.62 6553 5.19 1472 1457 1472 1159 903 768 478 474 331 290 215 215 087 1.05 026 0.30
1987 4816 155 6525 516 1492 14.67 1341 1273 85t 826 458 483 306 324 1.66 231 112 079 047 029
1988 4721 138 64.88 444 1516 1551 1209 1259 938 7.69 557 448 349 264 215 226 116 067 049 021
1989 4688 140 6476 495 1477 1552 11.63 1276 945 7.88 560 461 341 295 184 222 102 072 055 0.14
1990 4730 133 6428 586 1506 1480 1158 1204 982 7.16 683 364 390 247 241 153 156 065 055 0.13
1991 47.85 130 63.74 594 1589 1444 1159 1199 974 733 646 374 374 253 223 161 148 062 056 0.12
1992 4778 1.30 6398 445 1657 1500 11.76 1121 1070 701 673 3.58 376 241 250 1.23 159 081 045 024
1993 4847 134 64.00 472 1626 1501 1247 997 1038 7.69 630 431 341 271 204 163 1.54 085 044 026
1994 4849 148 6443 474 1565 1517 1293 974 1063 784 6.19 435 338 264 230 139 156 077 048 023
1995 4798 1.95 6440 456 1529 1576 1238 9.88 10.13 826 563 541 277 296 203 1.78 121 104 052 038
5795 5090 139 6190 541 1666 1602 1280 1040 868 7.1 575 447 359 279 218 159 L15 071 043 025
92
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AGE COMPOSITION OF FEMALE POPULATION BY YEAR

TABLE 27: FEMALE SAMPLE POPULATION BY AGE AND YEAR

Age at Beginning of Five-Year Interval

Year 0-79 0 1 3 10 15 20 2 30 35 40 45 50 5 60 65 70 75

1957 689 29 112 7 70 8 76 68 51 3 2 14 17 16 7 4 4 t
1958 738 49 109 8 69 8 18 69 6 35 26 4 7 15 11 2 5 1
1959 754 39 114 9 68 93 65 85 58 H 23 4 15 18 1 2 5 i
1960 ™ 42 18 100 74 75 91 66 67 H 31 15 17 14 13 4 5 1
1961 815 34 114 19 81 7 88 72 67 51 29 20 13 16 12 6 3 3
1962 893 3% 127 119 9% 8 W04 76 68 52 33 2 14 16 15 7 3 t
1963 950 53 14 131 99 8 107 8 6 61 34 26 13 17 13 9 2 2
1964 1010 63 163 132 111 8 119 4 8 39 43 2 15 15 4 9 2 2
1965 1084 81 169 148 107 101 100 105 67 67 45 29 19 17 4 10 1 4
1966 1,132 39 203 42 122 109 10 98 72 70 50 27 24 13 .18 10 2 3
1967 190 3 211 167 122 117 102 1t 7 70 51 32 2 15 18 12 3 3
1968 1254 76 208 170 134 118 112 13 8 69 62 3 26 13 19 9 5 2
1969 1318 68 24 192 138 129 109 123 76 8 60 43 24 15 14 12 6 2
1970 1,39 81 215 222 153 117 130 108 105 7 70 45 3t 18 15 9 9 1
1971 1464 69 242 232 145 139 135 118 100 74 72 51 28 23 13 13 8 2
1972 1,562 96 259 28 170 144 142 108 115 8 7 53 32 20 17 12 11 3
1973 1642 9 276 253 176 154 140 117 116 88 70 63 32 24 15 14 9 5
1974 169 68 292 266 190 157 150 113 123 80 8 39 0 2 17 122 1n 6
1975 1,782 103 272 267 219 176 135 135 109 106 69 68 45 27 17 17 9 8
1976 1,895 113 308 280 231 170 164 135 119 99 76 0 50 25 21 4 13 7
1977 1990 94 325 320 231 98 164 145 106 117 8 70 51 30 19 16 13 10
1978 2103 117 330 330 257 195 187 146 116 116 8 68 62 30 23 14 15 8
1979 2197 110 374 324 269 213 198 155 112 21 8 8 58 39 20 16 11 92
1980 2286 112 370 346 266 245 218 138 136 105 109 70 68 42 26 15 14 6
1981 2411 118 374 282 257 212 172 137 116 100 82 68 47 25 17 11 7
1982 2498 96 389 388 316 262 241 175 143 104 117 & 70 47 30 7 11 8
983 2527 65 570 388 324 272 232 i M5 19 10 &8 68 57 2 2 il ?
1984 2643 118 379 430 315 281 262 201 156 105 115 79 81 5 3 17 10 6
1985 2776 125 386 438 342 291 29 232 138 131 98 104 68 65 38 23 9 9
1986 2906 139 397 4 379 309 293 24 172 134 107 94 T8 64 44 2 10 6
1987 3,047 154 431 M8 376 343 303 24 169 140 95 il & 65 44 26 9 7
1988 3,136 127 469 452 387 349 324 237 186 143 106 107 8 66 54 23 12 7
1989 3221 142 468 460 424 338 323 263 184 153 9% i1 77 80 51 32 1 6
1990 3375 178 485 460 436 356 341 275 214 130 12 93 101 64 63 37 18 2
1991 3545 178 525 486 438 400 348 292 199 164 127 100 90 73 61 H 17 3
1992 368 166 538 529 447 404 381 292 225 164 136 8 107 75 64 41 02 5
1993 3,739 139 558 536 441 407 384 310 229 179 141 95 101 79 64 8 2 7
1994 3840 132 548 M9 455 444 389 31 260 178 149 M 106 T2 73 0«29 7
1995 3975 166 505 600 452 461 398 330 264 209 125 120 8 93 58 39 32 15
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FEMALE SAMPLE PROPORTION BY AGE AND YEAR (PERCENT)

Age at Beginning of Five-Year [nrerval
Year  O-14 6579 10-79 O 1 H 100 15 20 25 30 35 40 45 50 55 60 65 70 75
1957 4209 131 6807 42t 1626 1147 10.16 1234 1103 9.87 740 493 3.19 203 247 232 1.02 0.58 058 0.15
1958 4282 108 6653 GG+ 1477 1206 935 1179 1057 935 840 474 352 190 230 203 149 027 068 O.14
1959 4244 106 6658 517 1512 13.13 9.02 1233 862 11.27 7.69 584 305 1.86 199 239 146 027 066 0.13
1960 4299 1.29 66.54 541 1519 1287 952 965 1171 849 862 566 3.99 193 219 1.80 1.67 051 064 0.13
1961 4270 137 6724 417 1399 1460 994 1067 1080 883 822 626 356 245 1.60 1.9¢ 147 0.73 037 0.37
1962 4423 1.23 6585 66! 1422 1333 1008 9.85 1165 851 7.61 582 370 235 1.57 1.79 1.68 0.78 034 0.11
1963 4495 137 6547 3558 1516 1379 1042 926 1126 863 7.26 6.42 3.58 274 137 1.79 137 095 021 0.21
1964 4644 129 6455 624 1614 13.07 1099 832 1178 733 822 584 426 218 149 1.49 139 0.89 020 0.20
1965 4659 138 6328 747 1559 1365 9.87 932 923 969 618 6.18 415 268 175 1.57 1.29 092 0.09 037
1966 4647 133 6431 521 1793 1254 10.78 9.63 972 866 636 6.18 442 239 212 1.15 1.59 088 0.18 0.27
1967 4672 151 63.53 471 17.73 1405 1025 9.83 857 933 655 5.88 429 269 1.85 126 151 1.0l 025 0.25
1968 4689 128 63.80 606 1639 1356 10.69 9.41 893 901 670 550 494 271 207 1.04 152 0.72 040 0.16
1969 47.19 152 6328 516 17.00 1457 1047 9.79 827 933 577 630 455 326 182 L.14 106 091 046 0.15
1970 4807 1.36 6289 3580 1540 1590 1096 838 931 7.74 7.52 480 501 322 222 1.29 107 064 064 007
1971 4699 1.57 6291 471 1653 1585 990 949 922 806 683 505 492 348 191 1.57 089 089 0.55 0.14
1972 4821 166 6268 6.15 1658 1460 1088 922 909 691 736 519 455 339 205 1.28 1.09 0.77 070 0.19
1973 4842 171 6230 548 1681 1541 1072 938 853 7.13 7.06 536 426 384 195 1.46 09t 085 055 030
1974 4828 1.72 6296 402 1728 1574 1124 929 888 669 728 473 497 349 237 1.30 1.01 0.71 0.65 0.36
1975 4832 191 6397 578 1526 1498 1229 988 758 758 6.12 595 3.87 382 253 1.52 095 095 051 045
1976  49.18 179 63.01 396 1625 1478 1219 897 865 7.12 628 522 401 369 264 1.32 111 0.74 0.69 0.37
1977 4874 196 6286 472 1633 1608 11.61 95 824 729 533 588 4.07 352 256 1.51 095 080 065 0.50
1978 4917 176 6305 556 1569 1569 1222 927 889 694 552 552 423 323 295 1.43 1.09 067 071 038
1979 4902 164 6322 501 1702 1475 1224 97v 901 7.06 510 551 3.87 378 264 1.78 091 0.73 0.50 0.41
1980 4786 1.33 6378 490 16.19 1514 11.64 10.72 954 6.04 595 459 477 3.06 297 1.84 114 066 061 0.26
1981 4811 145 G358 489 1551 1601 1170 1066 879 7.13 568 481 415 340 282 1.95 1.04 0.71 046 0.29
1982 4760 144 6505 384 1557 1553 1265 1049 965 7.01 572 4.16 4.68 336 280 1.88 1.20 0.68 Q44 032
1983 4689 1.54 6593 408 1464 1535 1282 10.76 9.18 7.76 574 431 435 348 269 226 1.03 083 044 0.28
1984 4699 1.25 6493 446 1434 1627 1192 1063 991 760 590 3.97 435 299 3.06 204 1.29 064 038 0.23
1985 4651 148 6581 450 1390 1578 1232 1048 1005 836 497 472 3.53 375 245 234 137 083 032 032
1936 .77 131 6628 478 1366 1328 13.04 1063 1008 736 592 461 3.68 323 268 220 151 070 034 0.2
1987 4624 138 66.10 505 1415 1470 1234 (1.26 994 801 555 439 312 364 269 213 144 085 030 0.23
1988 4576 1.34 6658 405 1496 1441 1234 11.13 1033 756 593 456 338 341 277 210 1.72 0.73 038 0.22
1989 4638 1.52 6678 441 1453 1428 13.16 1049 1003 817 571 475 3.04 345 239 248 158 099 034 v.19
1990  46.19 1.69 6673 527 1437 13.63 1292 1055 1010 815 634 3.85 3.61 276 299 1.90 1.87 1.10 053 0.06
1991 4590 181 6646 502 1481 137t 1236 1128 982 824 561 4.03 3.58 282 254 206 1.72 1.24 048 0.08
1992 4563 185 6651 451 1461 1437 1214 1097 1035 793 611 445 3.69 234 291 204 1.74 L.11 060 O.14
1993 4477 203 67.02 372 1492 1434 1179 1089 1027 829 6.12 479 3.77 254 270 21i 171 128 056 0.19
1994 4385 208 6799 344 1427 1430 11.85 11.56 10.13 8.10 677 464 3.83 245 276 1.88 190 1.15 0.76 0.18
1995 4335 267 6803 4.18 1270 1509 1137 11.60 1001 830 664 526 3.14 3.02 221 234 146 1.48 081 038
35795 4641 163 6536 481 1514 1470 1177 1044 968 789 623 494 392 308 251 1.83 139 090 050 024
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SEX RATIO BY AGE BY YEAR

SAMPLE SEX RATIO BY YEAR AND AGE (MALES/FEMALES)

Age at Beginning of Five-Year Interval

Year  0-79 0 1 5 10 15 20 25 30 35 40 45 50 35 60 65 70 75
1957 085 135 092 1l.10 083 073 043 101 067 08 086 100 053 038 100 075 125 000
1958 085 13! 103 097 110 056 053 097 061 08 092 07! 071 053 045 200 100 0.00
1959 086 103 12t 094 LI3 062 060 078 066 06+ 122 057 087 050 036 200 080 1.00
1960 089 131 12t 091 L18 073 056 064 094 057 113 067 082 057 038 175 060 1.00
1961 088 109 131 090 105 068 064 063 103 049 121 060 100 056 033 133 033 1.00
1962 087 095 118 097 099 068 070 057 1.03 062 094 08! 107 056 040 100 067 3.00
1963 088 102 108 108 088 092 056 067 1.04 057 085 092 085 071 054 056 150 200
1964 087 078 103 117 084 101 060 069 090 06t 060 136 067 087 050 044 200 150
1965 087 087 095 114 08 094 067 038 076 09+ 053 131 053 088 064 030 700 075
1966 088 1.05 09 113 090 08+ 069 066 075 099 046 141 050 LI5 050 020 400 033
1967 087 107 092 107 09 08+ 071 072 060 106 061 100 08 107 044 033 233 067
1968 090 121 093 104 107 079 083 059 073 110 058 08 09 077 074 056 100 1.50
1969 089 109 102 096 109 076 088 063 078 093 062 067 121 060 107 058 0.67 2

1970 091 123 107 092 LI 079 082 067 064 085 090 053 129 050 107 100 033 6.00
1971 090 099 LII 09 111 080 076 071 068 082 096 047 143 043 115 077 025 330
1972 092 115 L10 096 105 08¢ 077 n77 074 064 107 064 100 100 094 075 027 2

1973 092 099 ti11 103 097 09 074 087 059 075 107 060 091 (.00 073 093 044 080
1974 094 129 110 106 095 099 075 092 067 075 096 063 075 123 053 117 045 030
1975 094 097 L14 Ll14 093 097 076 090 069 07t 083 093¢ 056 133 059 076 067 038
1976 093 087 109 L1+ 097 09 073 087 072 076 079 1.00 050 152 052 086 054 O0.I4
1977 093 093 1.02 LI15 097 092 077 08 080 077 063 106 065 103 095 081 046 0.10
1978 091 064 100 112 102 090 081 085 091 065 073 109 060 097 100 057 060 025
1979 090 083 082 119 104 088 082 08¢ 094 074 068 094 060 074 130 038 091 033
1960 091 to04 081 Lt1 113 08 083 082 091 074 072 076 091 062 LI9 053 079 083
1981 091 103 084 104 112 090 083 076 093 075 078 072 097 053 132 053 091 086
1982 092 118 092 098 114 087 084 075 095 082 081 060 104 070 08 08 1.00 075
1283 023 i 10t 083 LIl 09 085 032 088 094 07F 670 105 038 052 051 064 129
1984 093 1.02 104 082 119 097 082 083 087 098 078 072 090 057 079 12 050 183
1985 092 094 103 085 108 102 079 09 08 09 082 074 078 082 063 117 067 111
1986 091 099 098 087 103 100 082 095 074 094 082 082 073 089 052 127 070 133
1987 091 093 096 091 099 103 078 094 075 096 089 081 056 098 070 085 t44 L4
1988 090 099 092 097 029 102 082 092 085 08 093 070 070 097 061 083 117 086
1989 091 102 093 099 080 111 086 088 089 08 102 077 070 08F 039 066 145 0.67
1990 091 101 095 099 082 104 089 080 098 086 098 082 073 073 076 054 094 2

1991 09t 108 098 096 08 097 091 081 105 074 095 082 080 071 079 045 1.06 133
1992 090 0389 102 09 087 092 093 080 100 073 092 093 078 055 083 066 068 1.60
1993 092 117 100 09 097 084 093 085 094 083 083 098 069 071 083 060 071 1.29
1994 092 127 101 097 100 077 096 089 084 08 080 099 076. 068 075 061 059 114
1995 092 100 110 09 100 078 093 091 078 094 08T 090 084 070 0.76 064 059 093
5795 090 103 10t 100 099 091 082 083 084 082 08 081 077 075 075 072 083 107
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METHOD OF ANALYSIS
DISCRETE TIME EVENT HISTORY ANALYSIS
All of the demographic indicators presented below were calculated using discrete-time event
history analysis (Allison 1982; Allison 1984; Petersen 1995). Discrete-time event history

analysis (DTEHA) is a relatively straightforward method to analyze event-based longitudinal

processes.

The objective is to estimate the probability that an event will occur to a unit of analysis over a
defined period of time - the hagard associated with that event. The model assumes that time
can be broken down into sufficiently brief, discreze quanta or granules that the hazard of an
event occurring during one granule is approximately constant. With this assumption, the /e of
a unit of analysis is divided into granules, and the state occupied by the unit of analysis at the
start of each granule is defined. For each unit of analysis and for each granule that they /Jie
during the period of the study, a record is created in the analysis data set to record the state of
the unit of analysis at the start of the granule and whether or not the event(s) of interest
occurred during the granule. In practice, the units of analysis are usually people and the
granules are often years or months, hence the synthetic unit of analysis is the person-month or

person-year.

The resulting dara set is a collection of item-granules representing the discretized history of the
original units of analysis, or #ems. Ordinary logistc regression is used to estimate the
probability of occurrence of the event(s) of interest over the period of one granule as a

function of the states occupied by the units of analysis at the start of the granules. In practice,
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the states are described by a collection of variables that can take any type of value, including
continuous. Both constant and time-varying covariates may be addressed with this approach; a
constant attribute takes the same value for all of the item-granules associated with a single unit
of analysis, whereas a time-varying artribute takes on different values for each item-granule
associated with a single unit of analysis. One of the most important time-varying covariates is
the period of history during which a granules falls. For example, a person living through the
period 1970 to 1975 contributes five person-years, and the “year” attribute of each records the

calendar year over which the granule (year) was lived.

Two particular benefits result from the use of the DTEHA approach: 1) it is possible to obtain
a good estimate of the base hazard, and 2) all of the benefits of logistic regression are available,
including the ability to easily include dummy variables and form all sorts of interactions with
them. Moreover because logistic regression is common, the method is easily understood and
interpreted by most people with a basic education in statstics, which greaty facilitates the
communication of results. Counteracting those is the one large drawback that usually prevents
analysts from using this technique. The preparation of the analysis data set can be difficul, is

tedious and is unusually prone to error.

The most common alternative is to analyze longitudinal data using the proportional hazards
model proposed by Cox. While using different approaches, the two methods produce the
same understanding of the underlying event histories, and I have chosen to use the DTEHA
approach because it is possible for me to manipulate the data without too much trouble, and I

prefer the flexibility of the logistic regression framework and the fact that it produces estimates
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of the hazards for all defined states of the unit of analysis. The final product of DTEHA is a
set of estimates of the hazard of occurrence of the event(s) of interests for each state that has
been defined for the unit of analysis in the discrete-time event history data set. For example, if
I were analyzing morrality, I would produce a set of estimates of the annual hazard of death at

each age for males and females during each time-period over which the study population lived.

ANALYSIS FILES

Three discrete-time event history files were created to analyze the demography of the Gwembe
Tonga. The first positions the individual as the unit of analysis and uses one year as the size of
the granule. The result is a person-year file describing the discretized life histories of the
sample of the Gwembe Study population used for this analysis. The states and events that are

recorded pertain to individual people.

The second is organized around conjugal unions and years to create a union-year file
describing the discretized history of couples living in conjugal relationships. In this case the
states and events described perrtain to couples in conjugal unions. For example, the birth of a

child, the dissolution of the union, or the marrying of a cowife.

The third is a completely synthetic file that was created to estimate the annual hazard of

forming a union for two people with specific attributes. This file is discussed in detail below.

The demographic indicators are calculated over the period 1957 to 1995. 1957 is the first
complete year over which darta are collected prospectvely, and 1995 is the last year for which

data were input to machine readable form.

98

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



PERSON-YEAR FILE

The three base tables of the clean, well-defined sample of the Gwembe Study population form
the basis of the person-year file. A number of SQL (Appendix B) statements were used to
associate, group, count and define various arttributes and events pertaining to individuals in the
sample. For each year lived by each individual between 1957 and 1995, a record was added to
the person-year file and all of the variables defined to reflect the state of the reference person
at the beginning of the year and whether or not any of the events of interest occurred during

the year. The resulting person-year file has this structure:
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TABLE 28: DESCRIPTION OF THE PERSON-YEAR TABLE

Name: tbllndividual Years

Records: 85,870 reconds representing 155,229 individual observed person years

Fields:

Field Name Tvpe Descopdon

ID Number Unique ID for this record

Frequency Number Number of records with these attributes’

Year Number Historical vear of this granule

Village Number Village with which the person is associared

Sex Number The person'’s sex

Age Number The person's age

Dying Number True = the person dies this year

Single Number True = the person is single this year

Marrving Number True = the person maries this year

Marned Number True = the person is married this year

Separating Number True = the person is separaung this year

Marriages Number Number of spouses this person has

Unions Number Number of unions the person is inttianng this vear
Separagons Number Number of unions the person is rerminating this year
Fernle Number True = the person has had at least one birth
MaleChildBirth Number True = a male child bom this year

MaleChildDeath Number True = a male child death this year
FemaleChildBirth Number True = a female child born this year
FemaleChildDeath Number True = a female child death this vear
MaleBirthsThisYear Number Number of male children born this vear
MaleDeathsThis Year Number Number of male children dying this year
FemaleBirthsThisYear Number Number of fernale births this vear

FemaleDeaths ThisYear Number Number of fernale deaths this vear

MaleBirths Number Tortal male births to this person

SurvivingMaleBirths Number Toeal surviving male births to this person
FemaleBirths Number Total fernale births to this person
SurvivingFemaleBirths Number Total surviving female births to this person
LastBirthSex Number Sex of this person's last birth

LastBirth.Alive Number True = this person'’s last birth is alive
LastBirthYcars Number Years since this person's last birth

MothetInSample Number True = this person's mother is in the analysis sample
FatherInSample Number True = this person’s father is in the analysis sample
MotherDead Number [f dead, the number of years since the death of this person’s mother
FatherDead Number 1€ dead, the number of years since the death of this person’s father

UNION-YEAR FILE

Like the person-vyear file, the union-year file was constructed from the three base tables of the
clean, well-defined sample of the Gwembe Study population using a series of SQL and Visual

Basic statements. For each year survived by each union between 1957 and 1995, a record was

* The raw itemrgranule file was aggregated at the record level to make a smaller analysis file. This was accomplished by
idendfving all groups of identcal records, those that share the same values in all fields, and counting the number of records in
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added to the union-year file and all of the state and event variables defined. The resulting

union-year file has this strucrure:

TABLE 29: DESCRIPTION OF THE UNION-YEAR TABLE

Name: TblMarriedPairYears

Reconds: 20,287 records representing 20,344 observed married pair-years

Fields:

Name Tvpe Descripdon

ID Number Unique ID for this record

Frequency Number Number of records with these artribures’
Year Number Historical year of this granule

Wedding Number True = this pair is marrying this year™
Separadon Number True = this pair is separading this year
Cowives Number Number of cowives in this union
MarryingCowife Number True = marrying a cowife this year
SeparaangCoWife Number True = separating from a cowafe this year
MaleVillage Number Village with which the male is associated
MaleAge Number Age of the zle

MaleDying Number True = male dies this year

FemaleVillage Number Village with which the female is associated
FemaleAge Number Ape of the female

FemaleDving Number True = female dies this year

PairAge Number Age of the union

PairFerile Number True = this pair has had atleast on child
PairMaleChildBirth Number True = male child birth chis year
ParMaleChildDeath Number Tnie = male child death this vear
ParFemaleChddBirth Number True = female child birth this year
PairFemnaleChildDeath Number True = female child death this year
PairMaleBirths Number Total number of mail births to this pair
ParSurvivingMaleBirths Number l'otal number of surviving male births to this pair
PairFemaleBirths Number Total number of female births to this pair
PairSurvivingFemaleBirths Number Total number of surviving female births to this pair
PairLastBisthSex Number Sex of the last birth to this pair
PairLastBirthAlive Number True = last birth tu «his pairis alive
ParlastBirthYears Number Years since the last birth to this pair

UNMARRIED UNION-YEAR FILE

The unmarried union-year file differs from the other two in that it is completely synthetic and

does not represent the history of real people or unions. The aim is to estimate the hazard of

each group. That numbetis the frequeng recotded in the analysis data set. The values of the other fields in the group for which
the frequency is recorded are recorded in the remaining fields in the analysis data set.

2 Some pairs marry and divorce in the same vear, and because they are exposed to the dsk of events specific to marrded pairs
during that dme, they are included in this dat set and differentated by a value in the Wedding ficld.
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forming a union for rwo people with various characteristics. The challenge is to do this in a
way that takes account of the proportional growth of the population - the scaling problem. As
the population grows, the number of potental couples increases at a rate twice that of the
growth rate of the population™. At the same time, the number of unions grows at a rate equal
to that of the population. This results from the fact that the growth in the number of unions
cannot exceed the growth in the population of the sex with the slowest growth rate. One way
of estimating the hazard of union for a closed population of available men and women over
time would be to use the population of potential unions as the denominator, and the number of
unions formed during each granule of time as the mumerator”. However because of the scaling
problem just described, this is not appropriate. The solution is to multiply the number of
potential couples by a correction factor thart nullifies the scaling problem™, or preferably, to
construct a more appropriate population of potental couples. I chose the latter solution for
two reasons: 1) it is less prone to error, and 2) it provides the basis for a clean, elegant

algorithm for pairing people in the simulation described in Part 3.

For each granule of tme, the following procedure was performed using Visual Basic and SQL
to create the unmarried union-year records for the granule. Using the three clean, well-defined

base tables, each available man is paired with each available women to form a total population

2t If the populaton is growing at an annual proportional rate of , and if the populadons of available men and women are
growing at the same rate 7, then the populadon of potential couples is:

m o pft_pm_ pf_ 2
Bre"-Bfe" =By B -,
and the annual proportional growth rate of the number of potntial couples is 27

2 Denominator and numerator are used here to signify the pool of potendal events, and the number of events that actually
occur.

3 This becomes unattractive when the growth of the male and female populations, or substantively relevant subpopulations of
males and fernales, is not equal or changing rapidly.
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of potential unions. That population of potential unions is divided into a number of
subpopulations based on characteristics of the men, women and possibly of the potential pair.
These include the ages of the men and women, the number of wives the men already have, the
reproductive histories of the men and women and maybe whether the pair has ever been
married. Each subpopulation is completely defined by those attributes, and the potential pairs
within the subpopulation are assumed to be indistinguishable. Within each of these
homogeneous subpopulations, or cells, the maximum number of possible unions is
determining by comparing the number of men to the number of women in the cell The
maximum number of possible unions is equal to the minimum of those two numbers; for
example, if there were 32 men and 39 women in a celi, the maximum number of unions would
be 32. That completes the determination of the denominator. The numerator is calculated by
determining the number of unions that actually formed in the cell. Once those are known, a
number of records equal to the maximum number of possible unions is added to the analysis
data set, the attributes of the cell are recorded in each of those records, and in a number equal
to the number of unions that formed, it is recorded that a union was formed. This procedure
eliminates the scaling problem by dynamically scaling the denominator to the real number of
possible unions in each cell, not the total number of potential pairs. To see this point clearly,
imagine a cell with two men and 100 women. There are 200 potential pairs in that cell, but

only two possible unions™.

4 This assumes that a man can marry only one additional wife per granule. With the size of a granule set to one vear, this is a
reasonable assumpdon although itis violated in a mrivial number of cases.
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For the analysis of union formation, I chose to make a simple data set taking into account only
the ages of the men and women and the number of wives currently married to each man.
Much more is possible but not necessary for my purposes - namely a general understanding of
the levels and trends in union formation and the generation of parameters for the simulation
described in Part 3. Because the Tonga form polygynous families, all men older than ten and
vounger than 80 years are eligible for marriage in each granule, while only unmarried women
older than ten and younger than 80 years are eligible. The resulting unmarried union-year file

has this structure:

TABLE 30: DESCRIPTION OF THE UNMARRIED UNION-YEAR TABLE

Name: ThiUnmarriedPairs

Records: 15,599 representing 50,235 individual observed cases

Ficlds:

Field Name Tyvpe Description

ID Number Unique ID for this record

Frequency Number Number of records with these attributes’
intYear Number Historical year of this granule
bytMaleWives Number Number of wives married to the man
intMaleAgeGroup Number Age group into which the man's age falls
intFemale AgeGroup Number Age group into which the woman's age falls
binWedding Boolean True = a union was formed dunng the granule
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DEMOGRAPHIC CHARACTERISTICS
NUPTIALITY
The Tonga spend considerable time, money and emotion negotiating, initiating and dissolving
marriages. Colson discusses the traditions and social structure of the marriage system in
considerable detail in chapter four of The Social Organization of the Gwembe Tonga (Colson
1960b) and chapter five of The Social Consequences of Resettlement (Colson 1971b). In
contrast [ am concerned with a quantitative description of the dynamics of the marriage

system with the goal of producing a set of parameters suitable for the construction of a general

dynamic model ot polygynous marriage.

This view of marriage is necessarily highly abstracted and cannot support the degree of detail
and nuance that is possible with a qualitative description. That is sacrificed in order to gain a
wide understanding of the dynamics of the system as a whole at the level of the whole
population. Because this analysis is not concerned with the fine details that determine exactly
when a marriage is called a2 “marriage” as opposed to an “elopement” or something else, I take
a broad definition of a conjugal union and term it simply a #nion. From now on I will use the
term union to refer to a conjugal relationship defined by the stable cohabitation of a man and

woman.

To understand the dynamics of the marriage system, it is sufficient to estimate the annual
male-femnale-age-specific hazard of union formation and male-female-age-duration-specific
hazard of union dissolution. Together those hazards regulate the number, union-age and

male-fernale-age composition of unions in the population.
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UNION FORMATION

LEVELS

At the most fundamental level we need to know what proportions of the populations of men
and women are married at any given point in ume. Table 31 and Table 32 display that
information. The overall proportion of men married at each age declined gradually berween
1957 and 1995 with average levels of about 30 percent for men ages 20-24, about 60 percent
for men aged 25-29, about 70 percent for men aged 30 to 59, about 75 percent for men aged
60 to 69 and about 60 percent for men over age 70. During the same time the average number
of wives per married man dropped gradually from about 1.5 to about 1.3. At all ages 10-79
roughly 40 percent of men are married, and that has declined steadily from a level of about 45

percent to a level of about 35 percent between 1957 and 1995.

‘Table 32 displays simular intormation tor temales. During that same period between 1957 and
1995, about half of all women between ages 10 and 79 were married, and like the males, that
proportion steadily declined from something close to 55 percent to about 48 percent. Over
the period 1957 to 1995, roughly 25 percent of women 15-19 were married, about 70 percent
berween ages 20 and 24, 80 percent between ages 25 and 39, and a steadily decreasing number
with age from about 75 percent berween ages 40 and 44 to about 10 percent between ages 75
to 79. The average figures mask a more complicated trend. During the first decade or so of
observation the proportion of women married at ages 40 and older increased steadily and the

proportion married at young ages decreased substantially.
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TABLE 31: SAMPLE PROPORTION MALES MARRIED BY YEAR AND AGE

Age ar Beginning of Five-Year Interval Ave.
Year 10-79 10 15 20 25 30 35 40 45 50 55 60 65 70 75 Wivess
1957 0.44 000 000 033 062 079 080 084 093 067 067 057 067 040 000 1.55
1958 0.46 000 00+ 037 067 082 083 083 100 083 050 060 050 040 000 1.52
1939 045 000 003 038 068 082 079 089 08 085 03 050 1.00 050 000 1.54
1960 0.42 000 002 022 062 078 084 08 060 093 063 040 08 067 000 1.54
1961 044 000 007 018 067 077 08+ 08 075 092 uv67 050 088 100 033 1.52
1962 0.43 000 003 022 058 083 075 087 076 093 044 067 071 100 033 1.53
1963 0.43 000 000 033 060 081 074 08 075 082 058 057 08 067 030 1.50
1964 0.4 000 004 042 065 073 075 08 077 080 069 07t 100 075 067 1.46
1965 0.4 000 000 042 064 069 078 088 074 070 080 056 067 086 067 1.47
1966 0.43 000 003 038 066 074 074 08 076 075 080 056 100 075 000 1.47
1967 043 000 001 035 064 077 078 077 078 068 088 038 100 071 030 145
1968 0,41 000 003 026 070 070 078 072 077 068 09 057 080 080 067 1.46
1969 0.41 000 004 029 07t 073 073 073 072 072 078 073 071 075 075 143
1970 0.41 000 003 024 074 078 068 073 083 075 078 081 056 067 083 1.46
1971 0.41 000 002 028 064 078 070 068 083 078 080 08 070 1.00 0.71 144
1972 0.40 000 002 030 060 069 077 070 074 081 070 088 056 1.00 067 144
1973 0.40 001 001 031 038 078 073 069 074 079 075 073 077 075 075 146
1974 0.39 001 002 032 05+ 070 073 068 076 073 085 078 079 060 067 145
1973 0.37 000 003 023 055 071 072 070 069 08+ 078 070 077 067 033 143
1976 0.38 001 002 023 062 067 072 070 069 084 079 073 075 071 1.00 142
1977 0.38 001 002 023 065 066 071 080 068 070 081 072 077 067 1.00 139
1978 0.36 000 001 019 060 062 073 080 069 065 079 074 075 089 030 140
1979 0.35 000 002 020 039 065 0N7: 076 068 07t 066 081 083 080 0.67 1.40
1980 0.34 000 001 021 038 060 07! 072 068 068 077 084 063 082 060 1.38
1981 0.35 000 002 03t 035 067 066 072 071 068 072 085 067 080 0.67 1.37
1982 034 000 002 031 053 068 065 068 078 066 067 084 067 082 067 1.36
1983 034 000 002 029 038 070 061 07t 074 064 06+ 075 071 086 0.78 136
1984 034 000 00t 029 060 067 065 066 072 062 074 067 074 080 0.73 1.34
1985 0.34 000 002 020 063 067 062 069 070 062 063 075 070 050 0.9 133
1986 0.3+ 001 001 023 ues 064 U677 060 069 063 061 074 075 057 088 132
1987 035 001 00t 028 066 067 066 056 066 072 063 061 073 069 1.00 131
1988 0.36 00t 002 027 068 068 068 059 067 070 061 064 068 079 1.00 1.27
1989 0.36 00t 002 027 064 073 064 062 062 072 060 073 062 088 075 1.26
1990 0.36 000 001 025 061 077 065 062 059 066 066 060 080 082 025 1.26
1991 0.36 000 002 025 063 078 064 067 054 065 067 060 075 083 0235 127
1992 0.36 000 002 026 059 075 072 062 054 063 073 057 074 080 0.3 127
1993 0.35 000 002 024 055 075 068 065 033 063 070 057 066 080 0.67 127
1994 0.35 000 001 022 055 074 076 060 055 059 067 055 074 053 088 1.27
1995 0.35 000 002 023 033 069 079 065 055 054 062 064 055 074 0.79 126

57-95% 0.37 000 002 026 06t 072 071 069 067 068. 069 067 072 075 070 136

25 Average wives per married man.

26 Population-weighted average.
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TABLE 32: SAMPLE PROPORTION FEMALES MARRIED BY YEAR AND AGE

Age at Beginning of Five-Year Interval
30 35

Year 10-79 10 15 20 25 40 +5 50 35 60 65 70 75
1957 0.53 000 o042 080 088 080 08 055 029 012 006 014 000 050 000
1958 0.55 003 05t 08 08 077 08 050 02 012 007 009 000 020 000
1939 0.56 003 o055 077 o088 08t 077 057 021 013 o011 009 000 020 000
1960 0.54 003 03 08 085 081 08 058 047 012 007 015 000 020 000
1961 0.54 002 03 077 085 08¢ 076 076 045 015 013 017 000 000 033
1962 0.53 00t o034 076 08+ 08 075 076 052 021 013 007 000 000 000
1963 0.53 000 028 08 080 08 079 07 058 023 012 008 000 000 000
1964 0.54 001 038 077 080 084 080 065 064 027 013 0124 000 000 000
1965 0.56 003 038 073 08 082 08 07 03 05 012 007 o010 000 000
1966 0.35 003 030 081 082 081 08 076 039 05 015 011 010 000 000
1967 0.36 002 042 080 080 08 08 076 066 055 02 017 008 000 000
1968 035 002 o040 078 081 079 083 077 065 050 023 016 OlI1 000 000
1969 0.56 001 o040 08 082 075 08+ 077 067 063 027 007 017 000 000
1970 0.57 001 03 087 08 080 08 077 078 061 O+ 007 ol1 011 000
1971 0.56 001 032 079 o8 08 077 076 075 057 052 008 015 013 000
1972 0.35 001 03 080 082 081 08 076 075 063 035 018 008 009 000
1973 0.55 00t 03 08 08 076 081 079 071 063 038 020 007 011 000
1974 0.54 001 038 077 08¢ 076 079 080 076 058 045 018 000 018 000
1975 0.53 000 032 078 087 075 079 075 076 069 O+ 024 000 0I1 o013
1976 0.52 000 02 076 085 081 379 072 073 068 052 029 007 008 0.l4
1977 0.52 000 02 08t 08 080 076 073 073 '067 060 026 019 008 010
1978 0.50 000 o0l5 074 082 084 078 076 075 066 053 035 029 007 013
1979 0.51 001 o017 076 083 082 079 0679 072 067 04 040 031 000 022
1980 0.49 001 o016 066 08 033 078 079 071 068 057 038 02 007 017
1981 0.51 001 023 069 087 08 079 077 07+ 065 060 032 024 018 o0l4
1982 0.51 001 02 071 083 084 079 076 074 063 057 043 012 027 013
1983 0.51 00t 02 070 085 081 08 076 075 069 054 042 019 027 014
1984 0.51 001 ol7 071 08 08 08 074 077 067 056 041 029 02 000
1985 0.30 000 047 067 078 08 08 076 077 060 038 055 030 02 000
1986 4.50 001 ©.i% 069 079 083 034 08 076 063 038 055 0o O ul7
1987 0.51 0.01 .2 074 077 083 084 078 072 065 060 050 038 000 029
1988 0.50 00t o020 073 079 080 082 076 073 062 059 048 030 008 029
1989 0.50 000 021 073 077 078 08+ 078 070 064 038 047 031 009 017
1990 0.50 001 02X 070 079 077 082 078 070 064 055 048 041 011 000
1991 0.50 001 023 07t 079 078 08 079 070 067 052 046 04t 018 000
1992 0.49 000 02t 067 078 078 08 079 071 064 048 045 032 032 000
1993 0.49 000 018 066 078 076 076 076 075 067 049 047 033 029 0l4
1994 0.48 000 019 067 075 075 075 078 076 065 05 045 036 021 014
1995 0.48 000 019 062 075 077 074 074 073 068 057 045 04t 028 o013
57-95% 0.51 001 024 072 080 080 08 076 070 062 049 038 026 016 010

To begin understanding the relatonship between the risk of union formation and age, a simple
age-dependent logistic model is estimated using the individual Person-Year Data Set. The
model is estimated for the two sexes individually using a fractional polynomial specification fit

by the fracpoly routine provided with the STATA statistical software package:
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m(—”“‘g—"’}ﬁoi,w.‘“—(?iw
1= p(age) X" x°

where

(age +1

_ )

10
Equaton 6: Fractonal Polynomial Specificaton of Age-Only Model

The probability of union formation by age p(age) was calculated from the coefficients estimated
for the model specified in Equation 6 using STATA's logistic regression routine applied to the
individual Person-Year Data Set. Because the unit of analysis is person year, those

probabilities correspond to the annual hazard of union formation as a function of age.

The hazard of union formation by age is summarized in Figure 35 which displays the predicted
annual hazard of union formation by age over the period 1957-1995. It is immediately
obvious that the male and female curves are substandally different. This is the result of the
fact that the Tonga's polygynous marriage system allows all males to be ar risk to marry at all
tmes while only unmarried females are at risk. Consequently the male denominator is much
larger at all ages and the hazards smaller at younger ages. The fact that the male hazards are
not smaller at all ages reveals the fact that men marry older and continue to marry much
vounger women into middle and old age. The annual hazard of union formation peaks for
males at age 24 and for females at age 19-20 revealing a roughly six year differential in the
maximum hazard of union formation. Remember that the hazards in Figure 35 relate to the

formation of a union irrespective of the parity of that union, so the peak in these curves is

" Population-weighted average.
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associated with the maximum risk of union formation at any parity - not the only the first
union. The average age at first marriage over the period 1957-1995 is 25 years for males and

19 vears for females.

Predicted Annual Hazard of Union Formation

1,000
B oz
P’ﬁ,\
*hﬁ"‘\

Predicted Annual Hazard of Union Formation per

10 12 14 16 18 20 22 23 26 28 30 32 34 36 38 40 42 34 46 48 50 52 54 56 58 60 62 64 66 64 O T2 T4 T6 "R
Age

= lai vali iaaics ot cian) 8= Famaie (unmarned femaics at rsa;

Figure 35: Predicted Annual Hazard of Union Formation by Age 1957-1995

The different shapes of the curves in Figure 35 hint ar but largely mask the underlying
complexity of the pairing process that creates unions. A more extensive analysis is undertaken
to reveal how the hazard of union formation is related to both the ages of the male and female
and the number of wives already married to the man — a rwo-sex hazard of union formation.
The Unmarried Union-Year Data Set described above (Analysis Files) is used to estimate the
two-sex hazard of union formation. The probability of union formation as a function of male

age, female age, and male union parity is estimated using logistic regression, and because the
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unit of analysis is an unmarried potential-union-year, the probability corresponds to the annual

hazard of union formation for unmarried potential unions.

The model used to estimate the two-sex hazards of union formation is specified as:

I pa],al)
1= pa],a])

By +-+B,a] +

Bal +o+Byal +
B!nﬂa:a{ +°--+B2'":a:a{ +e

Where p is the probability of union formation, «~ is 2 dummy variable that specifies the male age group, « is a dummy
variable that specifies the female age group, #+1 is the total aumber of age groups, and 4/ represents an interaction of
the male and female dummy vanables. The model is estimared using STATA's logistic regression routine for all
unmarried potential-union-years, for only those involving unmarried men, tor only those involving men with one wife,
and for only thase involving men with two ot more wives.

Equadon 7: Specificaton for Two-Sex Hazard of Union Formadon Model

Table 33 and Figure 36 through Figure 39 display the annual hazards of union formation
resulting from the analysis of the Unmarried Union-Year Data Set. All of the hazards
presented relate to the period 1957-1995 as a whole since there are no period variables in the

model.

The figures clearly reveal that new unions are most likely to be formed berween women aged
15-24 and men aged 20-34 regardless of the number of wives the male might have, Figure 36.
Unmarried men are most likely to marry between the ages of 20 and 34 and they are most
likely to marry women between the ages of 15 and 24, and it is obviously this type of marriage

that dominates the formation of new unions, Figure 37. The hazards themselves are of far
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greater magnitude than the hazards for other male marriage orders, and the pattern clearly

dominates the “All Marriage Orders” pattern displayed in Figure 36.
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TABLE 33: ANNUAL HAZARD OF UNION FORMATION PER 10,000
BY MALE UNION PARITY, MALE AGE, AND FEMALE AGE FOR 1957-1995

Female Male Age
Age 10-14 1519 20-24  25-29  30-34  35-39 404 4549 50-54  55-39  60-64 6569 70-74 7579

All Male Mamiage Orders

10-14 SNA- O ANAS SNA- T SNA- NA- T SNA- T SNA- SNA- WNA- T SN SNA- T SNA- T SNA- SN
15-19 NA- 8910 48981 18239 5289 3380 1408 2417 765  -NA- 1435 -NA- -NA-  -NA-
20-24 -NA- 9.68 19325 19301 8649 60.00 19.61 2481 774 -NA- -NA- NA- -NA- - -NA-
25-29 SNA- -NA- 996  39.7 6058 4798 3399 269 837 -NA-  -NA-  -NA- -NA- -NA-
30-34 SNA- N NA- o 18530 5584 4792 3625 2841 1736 2280 15.11 -NA- 3891 -NA-
35-39 -NA- -NA- -NA. 571 1206 1305 1388 3949 4717 2387 3110 -NA-  -NA- -NA-
-4 ANA- O NA- NA- SN NA- TR 7.65 W58 1900 3654 1577 7389 398+  -NA-
4549 -NA- -NA- -NA- 6.60  -NA- TAT O -NA- -NA- 2002 6143 1667 -NA- -NA- -NA.
50-54 -NA- -NA- -NA- SNA- -NA- -NA- -NA- 839 1942  1L90 1572 2577 4132 -NA-
5339 SNA- O NA- SNA- SNA- S SNA- SNA- SNA- SNA- 10200 -NA- -NA- -NA- -NA- -NA-
60-64 SNA- 0 -NA- NA- SNA- -NA- -NA- -NA- 963 -NA-  -NA- 1603 7353 -NA- -NA\-
63-69 SNA- -NA- -NA- 0 N NA- 0 SNA- 2064 -NA- -NA- 1548 18.08 -NA- -NA- -NA-
T0-74 ANA- O -NA- SNA- SNA- O NA- 0 SNA- NA- SNA- SNA- NA- T SNA- -NA- SNA- -NA-
7579 SNA- O SNA- SNA- SNA- S NA- SNA- T NA- 0 SNA- SNA- SNA- SNA- NA- . -NA- -NA-

Male Unmarried

10-14 SNA- O NA- SNA- S NA- S NA- SNA- NA- -NA- -NA- -NA- NA- -NA- -NA- -NA.
15-19 SNA- 90011 57229 29859 L9 2561 1527 1818  -NA-  -NA- -NA- -NA- -NA-  -NA-
20-24 -NA- 996 25525 30263 1159t 7884 4615 5356  -NA-  -NA- -NA- -NA- -NA- -NA.
25-29 -NA- NA- 1761 8547 9685 5856 6723 1883  -NA-  -NA- -NA- -NA- -NA- -NA-
30-34 SNA- O -NA- SNA- O 3421 461 419 54550 4057 25380 3484 44425 -NA- -NA- -NA-
35-39 -NA- -NA- SNA- 1431 NA- -NA- -NA- 6834 8596 -NA- 4525 -NA- -NA- -NA-
H0-+4 SNA- O NA- -NA- SNA- SNA- NA- 70920 2421 -NA- 3876 -NA- 16129 -NA- -NA-
4549 SNA- O NA- SNA- 1672 -NA- 2278 WNA- -NA- -NA- 7.88 -NA- -NA-  .NA.  -NaA.
50-54 SNA- O SNA- NA- SNA- SNA- SNA- NA- 2503 -NA- . -NA- SNA- -NA- -NA- -NA.
53-39 ANA- O SNA- NA SNA- -NA- SNA- SNA- 0 -NA- SNA- NA- SNA- NA- -NA- -NA-
60-64 SNA- O NA- O NA- SNA- S SNA- S SNA- T SNA- T WNA- NA- . SNA- S SNA- 23809 -NA- -NA-
65-69 SNA- 0 ANA- WNA- S SNA- -NA- -NA- - -NA- - -NA- -NA- -NA- -NA- -NA- -NA- -Na-
T0-74 SNA- 0 SNA- SNA- S NA- 0 SNA- 0 NA- SNA- 0 SNA- SNA- S -NA- 0 NA- -NA- NA- . -NA-
75-79 SNA- -NA- SNA- 0 -NA- SNA- SNA- SNA- NA- -NA- - -NA- -NA- -NA- -NA- -NA-
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TABLE 33 CONTINUED: ANNUAL HAZARD OF UNION FORMATION PER
10,000 BY MALE UNION PARITY, MALE AGE, AND FEMALE AGE FOR
1957-1995

Female Male Age
Age 10-14 1519 20-24 2529 30-34  35-39 404 4549  50-34  55-59 6064 6569 70-74 7579

Male with One Wife

10-14 SNA- NA- -NA- SNA- GNA- SNA- NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
15-19 SNA- NA- 20649 113150 3559 2149 1992 1443 -NA- -NA- -NA- NA- -NA- -NA-
20-24 SNA- NA- 8403 10733 7449 3897 -NA- 1464 -NA- -NA- -NA- -NA- -NA- -NA-
25-29 -NA- -NA- -NA- M8 277 5030 1239 1616 -NA-  -NA-  -NA-  -NA-  -NA- -NA-
30-34 -NA- -NA- -NA 1086 2217 2392 4167 1730 2066  -NA- -NA- -NA- -NA- -NA-
35-39 SNA- SNA- SN NA- 2837 1550 3328 -NA- 3566 6098 -NA-  -NA- -NA- -NA-
4044 SNA- O NA- 0 SNA- NA- O NA- 49590 17920 40730 23150 -NA- -NA- -NA- -NA- NA-
4549 -NA- -NA- -NA- -NA- SNA- -NA- -Na- .NA- 2513 -NA- -NA- -NA- -NA- -NA-
50-54 SNA- SNA- SNA- SNA- SNA- SNA- NA- NA- 23260 -NA- 4132 6329 -NA- -NA-
55-39 SNA- -NA- SNA- SNA- SNA- SNA- SNA- SNA- 2481 -NA- -NA- -NA- -NA- -NA-
60-64 SNA- NA- SNA- NA- SNA- -NA- SNA- 25060 -NA- -NA- - 4329 -NA- -NA- -NA-
63-69 SNA- SNA- SNA- NA- SNA- 0 -NA- -NA- NA- NA- 42550 49260 -NA- -NA. WNA-
T0-74 SNA- NA- SN NA- SNA- SNA- SNA- SNA- SNA- - -NA- -Na- -NA- -NA- NA-
757 SNA- SNA- SNA- NA- SNA- SNA- SNA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-

Male with Two or More Wives

10-14 -NA- NA- -NA- NA- -NA- -NA- NA-  -NA- -NA-  -NA- NA-  -NA- -NA- -NA-
15-19 -NA- -NA- 979 51.55  86.77 8230 -NA- 4854 2959 -NA- 3076  -NA-  -NA-  .NA-
20-24 -NA- NA- -NA- 13123 6726 8772 2326 -NA- 3003  -NA- -NA-  -NA- -NA-  -NA-
25-29 -NA- -NA- -NA- NA- THH 2457 2755 6024 3448 -NA- -NA-  -NA- -NA-  -NA-
30-34 -NA- -NA- -NA. NA- 2703 2469 -NA- 2967 -NA- 4115 -NA-  -NA-  147.06  -NA-
35-39 -NA- NA- -NA- NA- -NA- 2703 -NA- 63.69  -NA-  -NA- 5714 -NA- NA- -NA-
444 -NA- -NA- -NA- NA- -NA- 2890 2882 6098 3636 8333 57.14 8475 151.51 -NA-
4519 -NA- -NA-  -NA. NA-  -NA- -NA-  -NA.  .NA. 3650 168407 3917  -NA- N\ -NA-
50-54 -NA- -NA-  -NA- -NA- NA- -NA- NA- NA- 3759 4082 -NA-  -NA- 15385 -NA.
53-39 -NA- -NA-  -NA- SNA- -NA- -NA- -NA- -NA- -NA- -NA- NA- -NA- -NA- -NA.
60-64 -NA- -NA- -NA. -NA- -NA- -NA- -NA- -NA-  -NA- -NA- -NA- -NA- -NA- -NA-
65-69 -NA- -NA-  -NA- -NA- -NA- -NA- 6993 -NA- -NA- -NA- -NA- -NA- -NA- -NA.
“0-74 -NA- -NA- -NA- NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-  -NA- -NA-  -NA-
<379 -NA- -NA- -NA- -NA\- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
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Annual Hazard of Union Formation: All Marriage Orders

per 10,000
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Figure 36: Annual Hazard of Union Formadon: All Marrage Orders

Figure 38 and Figure 39 reveal that higher order polygynous unions are formed between a
wider age range of both men and women. It is more likely for young men with one wife to
marry another, especially in the 20-44 age range, and it is likely that they will marry young
women, mostly younger than 25 years. However older men with one wife also may take
another, but in general the second wife of older men is likely to be middle aged to elderly
herself, Figure 38. In contrast, the likelthood that a man with two or more wives will acquire

another is more diffuse with age for both the man and the women. The broadest peak is still
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Annual Hazard of Union Formation: Male U ied

pes 10,000
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Figure 37: Annual Hazard of Union Formadon: Male Unmarried

young for both men and women, but much wider than for lower order unions. Additionally,
for higher order wives, men of all ages are more likely to form unions with young women,

aged 50 or less for the most part with a substantial concentration below age 30, Figure 39.

All of this seems to indicate that there is a significant difference between the acquisition of a

second and higher order wives. A second wife is taken by two different groups of men, young
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men who most likely acquire her through a standard marriage arrangement and older men who

most likely inherit her from a dead relative. The relatively advanced age of the women who

i Annual Hazard of Union Formation: Male with One Wife

00-20 0 20-4) B 4060 B6030 @H0- 10 B100-120 B120-1430 G 140-160 W160-150 @ 180-200 O 200-20

Figure 38: Annual Hazard of Union Formation: Male with One Wife

marry older men as second wives and the fact that it is not at all likely for older men to take a

second wife supports this conclusion.

So it appears that men who will be polygynous through normal marriage embark on that future

quite early in life and continue to marry younger women as they age, and that those who are
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not going to be polygynous have a smaller likelihood of acquiring additional wives later in life,

most likely though inheritance mechanisms.

Annual Hazard of Union Formation: Male with Two or More Wives

pet 10,000
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Figure 39: Annual Hazard of Union Formadon: Male with Two or More Wives

TRENDS

The trend in the annual hazard of union formation is examined using a model that predicts the

annual hazard of union formaton as a function of period and male marital parity. Dummy
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variables for male marriage parity and period are interacted to allow the independent

estimation of a time series of odds ratios for each male marriage parity, Equarion 8.

ol _ﬁu)
1= p(m 1))
B, +B,m, +
B}tl +oo Bt +
Blo”’ltr +"'+l313”’2’7 +¢

Where m is 4 dummy variable for male marriage parity and 7 is a dummy variable for time penod.

Equaton 8: Specificadon for Trend in Union Formation Model

Table 34 displays the odds ratios from the logistic regression estimates of the union formation
model specified in Equation 8. The reference time period is 1992-1995 so all of the odds
ratios refer to that period. The odds ratios by time for all three male marriage parity categories
are also plotted in Figure 40. The P-values listed in Table 34 result fruin testing the hypothesis
that the coefficients for each pair of consecutive time periods are equal; they do no¢ correspond
to the P-values estimated for each of the coefficients themselves. A small value indicates that
the difference between the rwo odds ratios is unlikely to occur by chance; so a change in the

odds rato from one period to another is “statistically significant”™ if the P-value is small
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TABLE 34: TREND IN PROBABILITY OF UNION FORMATION

Unmarried One Wife 2+ Wives
Peniod QOdds Rano P-Value* Qdds Rano P-Value* Odds Rado P-Value*
1957-1961 207 0.3270 238 0.8250 1.12 0.3390
1962-1966 1.66 0.4540 261 0.76335 1.94 0.5675
1967-1971 1.41 0.5589 293 0.1499 1.42 0.8620
1972.1976 1.58 0.3289 1.72 0.9906 1.35 0.3167
1977-1981 134 0.0609 1.71 0.5398 238 0.1819
1982-1986 0.99 0.5357 136 0.6031 1.25 0.8-H47
19871991 1.09 0.5620 1.64 0.1600 1.38 0.5520
1992-1995 1.00 -NA- 1.00 -NA- 1.00 -NA-

*P-valuc for test of the null hypothesis that each pair of consecutive odds ratios is cqual

It is obvious that the odds of forming a union have been steadily decreasing over time for
unmarried men and men with only one wife. In contrast the odds of forming a union for men
with two or more wives seems to be relatively flar. From one period to another the changes in
odds ratios are generally not statistically significant at the usual five or ten percent levels.
Together with the fact that the differences in the odds ratios from one period to the next are
relatively small, this indicates that change has been gradual, more like a gentle drift than a swift

transition.

The gradual decline in the likelihood of union formation for married men fits well with the fact
that the average number of wives per man has also been declining steadily berween 1957 and
1995 as displayed in Figure 41. The average married man in 1957 had roughly 1.5 wives while

in 1995 the average married man had about 1.3 wives.
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Trend in the Probability of Union Formation
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Figure 40: Trend in Probability of Union Formation: Male Unmarried

Trend in Polvgyny
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This has been a cursory examination of the very complex marriage system practiced by the
Tonga. What emerges clearly is that most people spend most of their adult lives married, the
likelihood of higher order marriages for men is not negligible, that 2 men who will be
polygynous embark on that future early in their lives, and that the overall likelihood of union
formation has been decreasing steadily for unmarried men and men with only one wife with

the result that the average number of wives per man has also decreased steadily.

UNION DISSOLUTION

The dissolution of unions is examined along three major dimensions: 1) age, 2) achieved
fertility of the pair, and 3) duration of the union. Scudder hypothesizes that the likelihood of
separation is inversely related to the achieved fertlity of the pair, and it is to test that

hypothesis that achieved fertility is included in this analysis.

LEVELS

The overall likelihood of dissolving a union (excluding death) as a function of age and
achieved fertility is examined through the use of dummy variable-specified logistic regression
model (similar to that used to examine the likelihood of union formation by age) applied to the
Union-Years Data Set, Equation 9. Successful reproduction is important to both men and
women so it is likely that unions that produce no surviving children will have a higher

likelthood of being dissolved.
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p 13 the probabulity of dissolving a union, & is a dummy variable that specifies the male age group, « is a dummy varnable
that specifies the female age group, #+1 is the total number of age groups, «= represents an interaction of the male and
female dummy vanables, 4 is a dummy representing the duration of the union, and  is the total number of union
duranon groups. The model is estimarted using STATA's logistic regression routine for unions of all tertlity orders, for
umons with no surviving children, for unions with one to rwo surviving children, and for unions with three or more
surviving children.

Equation 9: Specificadun for the Hazard of Union Dissolution Model

Table 35 and Figure 42 through Figure 45 display the annual hazards of separation for married
unions resulting trom the estimation of Equation 9. Substantial likelihoods of separation are

restricted to the ages of men and women that are typical for married pairs.

Pairs with no surviving children face a dramatically increasing likelihood of separation as they
age, and overall the likelihood of separation is highest over the largest range of ages for pairs
with no surviving children. As the number of surviving children increases, the hazards of
separation decrease and the range of ages over which the hazard of separation is substantial
narrows. Young pairs with three or more surviving children appear to have a negligible
likelihood of separation. In general the likelhood of separation decreases with the number of

surviving children.
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TABLE 35: SEPARATION PROBABILITIES PER 1,000

BY MALE AND FEMALE AGE

Female Male Age
Age 1014 1519 2024 2529 30-M 35.39 4044 4549 30-54 33.39  60-64 63-69 T70-74 5-79
All Fernlity Orders
10-14 SNA- O SNA- O SNA- NA- SNA- L SNA- S SNA- SNA- SNA- SNA- SNA- -NA- -NA- -NA-
15-19 SNA- 481 27610 41260 3324 304 SNA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
20-24 NA- -NA- 2536 744 3463 2828 6072  -NA-  -NA-  -NA-  -NA-  -NA- .NA-  -NA-
25.29 ANA- SN SNA- O 31390 3795 4585 4674 4841 7647 8624 -NA- -NA- -NA- -NA-
30-34 ANA- 0 SNA- NA- O 8195 3983 3922 6357 76.30 2984 8324 .NA-  -NA- -NA- -NA-
35-39 ANA- 0 SNA- NA- NA- 776 15000 4569 3943 3310 1737 8532 -NA- -NA- -NA-
4044 -ANA- 0 NA- 0 NA- 0 SNA- SNA- 9874 6130 5681 8949 TL69 8365 -NA- -NA- -NA-
45-49 SNA- SN -NA- NAS NA- S NA- L SNA- 38530 6211 4177 17215 -NA- -NA- -NA-
50-54 SNA- O NA- SNA- -NA- -NA- -NA- -NA-  -NA- 9941 6799 3964 10748 6078 -NA-
55-59 SNA- -NA- SNA- SNA- SNA- NA- . SNA- -NA- 5956 11398 10210 -NA- -NA- -NA-
60-64 ANA- O NA- NA- NA- SNA- SNA- NA- -NA- -NA- -NA- -NA- 3592 .NA- -NA-
65-69 SNA- N NA- SN SNA- SNA- T GNA- T SNA- T SNA- 0 -NA- SNA- . -NA- SNA- -NA-
70-74 NA- NA- SNA- SNA- NA- SNA- SNA- NA- SNA- -NA- -NA- -NA- -NA- -NA-
75-79 ANA- SN NA- NA- SNA- SNA- S SNA- SNA- -NA- -NA- -NA- -NA- -NA- -NA-
No Children

10-14 ANA- O SNA- SNA- SNA- O NA- S SNA- CNA- -NA- NA-  -NA- -NA- -NA- -NA- -NA-
15-19 NA- 1905 2898 4246 -NA- 4164 -NA- -NA- -NA- -NA- -NA-  -NA-  -NA-  -NA-
20-24 SNA- O -NA- 32200 5069 4111 3239 4349 NA- -NA- -NA- -NA- -NA. .NA- -NA-
25.29 NA- -NA- NA- -NA- 218t 7301 7653 3019 -NA- -NA- -NA- -NA- -NA- -NA-
30-34 SNA- O -NA- O SNA- 0 NA- O 9154 3371 8282 -NA-  8L70  -NA-  -NA- -NA- -NA.  -NA-
35.39 NA- -NA- SNA- SNA- 26283 -NA- 4020 5732 4363 -NA- 11382 -NA- -NA- -NA-
4044 SNA- O SNA- SNA- SNA- SNA- 0 NA- NA- 2441 7503 -NA- 14760 -NA- -NA- -NA-
4549 NA- SNA- SNA- SNA- SNA- 32705 -NA- -NA- 13733 5716 28490 -NA- -NA- -NA-
50-34 SANA- O SNA- NA- SNA- NA- SNA- NA- SNA- 153,000 S540 10402 -NA- -NA- -NA-
55-59 ANA- O SNA- SNA- SNA- SNA- SNA- SNA- SNA- SNA- -NA- -NA- -NA- -NA- -NA-
60-G4 SANA- O SNA- NA- NA- SNA- SNA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
65-69 ANA- 0 -NA- ANA- 0 SNA- WNA- 0 SNA- 0 SNA- 0 -NA- SNA- SNA- . -NA- -NA- -NA- -NA-
T0-74 SNA- NA- SNA- 0 SNA- 0 SNA- 0 SNA- SNA- S SNA- T NA- -NA- 0 SNA- SN -NA- -NA-
75-79 SANA- O SNA- 0 SNA- NA- SNA- 0 -NA- 0 SNA- -NA- -NA- -NA- SNA- SN -NA- -NA-

In addition to examining the dependence of the hazard

of separation on age and achieved

ferdlity, its dependence on the duration of the union is investigated. The annual hazard of

separation is modeled as a function of duration of union for each of the three achieved fertility

levels discussed above. The hazards resultng from that model are displayed in Table 36 and

Figure 46 as odds ratios with the reference category being unions of duration one to four year.
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BY MALE AND FEMALE AGE

TABLE 35S CONTINUED: SEPARATION PROBABILITIES PER 1,000

Fermale Male Age

Age 10-14  15-19 20-24 2529 30-34 3539 - 4549 30-34 3539  60-64 63-69 70-74 75-79

One o Two Children
10-14 -NA- -NA- -NA- SNA- O -NA- -NA- -NA-  -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
15-19 NA- O SNAS 25230 3904 2354 SNA- NA- SNA- SNA- NA- NA- -NA- -NA- -NA-
20-24 -NA- -NA- -N.A- 0359 3264 -NA- 5405  -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
25-29 -NA- -NA- -NA- 046 4257 43.15 3318 4082 -NA- 1H84 NA- -NA- -NA- -NA-
30-34 -NA- -NA- -NA- -NA- 17.00 324 6632 6505 2588 121,69 -NA- -NA-  -NA- -NA-
35-39 SNA- O SNA- SNA- 0 NA- 0 -NA- O 19510 31260 SNA- 0 39050 -NA- SNA- -NA- SNA- -NA.
$0-44 -NA- -NA- -NA- NA- -NA- -NA- NA- H03 111.00 6837 -NA- -NA- -NA- -NA-
4549 -NA- -N.A\- -NA- NA- -NA- -NA- SNA- O -NA- 0 SNA- 11202 NA- -NA-  -NA- -NA-
30-34 -NA- -NA- -NA- NA- -NA- -NA- NA-  -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA-
55-39 ANA- O NA- SNA- SNA- SNA- SNA- NA- SNA- SNA- -NA- SNA- -NA- -NA- -NA-
60-64 -NA- -NA- -NA- NA- -NA- -NA- -NA-  -NA- -NA- NA- -NA- -NA- -NA- -NA-
63-69 -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
~0-74 ANA- O SNA- SNAS NA- -NA- -NA- NA- SNA- -NA- SNA- SNA- -NA- SNA- -NA-
75-7 -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
Three or More Children

10-14 NA- -NA- -NA- -NA- -NA- -NA- -NA-  -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
15-19 NA- -NA- -NA- NA- -NA- -NA- -NA- -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
20-24 NA- -NA- -NA- -NA- -NA. ~-NA- 21387  -NA- -NA- -NA-  -NA. -NA- -NA- -NA-
25-29 ANA- O -NA- 0 SNA- O 6016 3112 SNA- 0 NA- 0 881E 0 SNA- -NA- NA- -NA- SNA- -NA-
30-34 NA- O NA- WNA- NA- -NA- 4099 4666 6672 -NA-  -NA- -NA-.  -NA-  -NA. -NA-
35-39 NA- -NA- -NA- -NA- -NA- 1380 410 39.09 1940 3468 -NA- -NA- -NA- -NA-
4044 -NA- -NA- -NA- NA- -NA- -NA- NA- 6742 -NA- -NA- -NA- -NA- -NA- -NA-
4549 NA- O SNA- SN SNA-L O SNA- SNA- SNA- S SNA- 2161 -NA- -NA- -NA- -NA- - -NA-
50-54 ANA- O SNA- SNA- SNA- S -NA- SNA- NA- 24390 -NA- 6389 2926 -NA- -NA- -NA-
55-39 NA- -NA- -NA- NA- -NA- -NA- -NA- NA-  -NA- -NA- 9832 -NA- -NA- -NA-
60-64 NA -NA- -NA- -NA- -NA- -NA- -NA-  -NA- -NA- -NA-  -NA. -NA- -NA- -NA-
63-69 -NA- -NA- -NA- -NA-  -NA- -NA- -NA- NA-  -NA- -NA- -NA. -NA- -NA- -NA-
~0-74 -NA- -NA- -NA- -NA- -NA- -NA- NA-  -NA- -NA- -NA-  -NA- -NA- -NA- -NA-
75-79 -NA- -NA- -NA- -NA- -NA- -NA- NA-  -NA- -NA- -NA-  -NA- -NA- -NA- -NA-

Clearly as unions age they are less likely to break, and the level of achieved fertility does not

appear to alter the duration-dependence of the separation hazard.
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TABLE 36: PROBABILITY OF SEPARATION BY
DURATION OF MARRIAGE

ODDS RATIOS ON DURATION 1-4 YEARS

Fertlity Order: Number offhﬂdren

Years All 0 1-2 3+

14 1.0000 1.0000 1.0000 1.0000

3.9 0.6063 0.5530 0.8339 0.2018
10-14 02784 0.3715 03850 0.2342
15-19 0.2234 0.2192 01122 0.3023
20-24 0.2143 0.0976 0312 0.2566
25.29 0.0564 03930 0.0752 0.0448
30-34 0.0960 -NA- 0.2856 0.1979
35-39 0.1870 -NA- 0.0000 0.2815
40-44 0.1181 -NA- -NA- 0.2303
4549 0.0944 -NA- -NA- 0.2405

Odds Ratio of Annual Hazard of Separation of Union
Compared to Annual Hazard of Separation at Durations 1-4 Years

Mds Ravr on 14 Yeann

«
<

0.2

(13}

Dunnnn of Marnage (Yean)

—a— All Fertility Orders —&— No Chikiten —— 1.2 Children —~— 3+ Chadren

Figure 46: Annual Hazard of Separadon by Duradon of Union
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TRENDS

The trend in the annual hazard of separation is examined with another simple model

specification similar to that used to examine the trend in the hazard of union formation.

p(int))
1= ple, 7))
Bie, +Bacr +

Byt +-+Post, +
Bucit) 4Pty +e¢

Equation 10: Specification for the Hazard of Separaton Trend Model
Equadon 10 describes the specification for that model. Dummy variables for the number of
surviving children ¢ and the time period ! are interacted to allow the independent estimation of

the hazards of separation for each period. The estimates are displayed as odds ratios in Table

37.

TABLE 37: TREND IN HAZARD OF SEPARATION

No Children 1-2 Children 3+ Children

Period (Odds Rauo P-Value QOdds Ratdo P-Value Odds Ratio P-Value
1957-1961 1.84 0.63507 0.37 0.9389 0.48 0.4809
1962-1966 219 0.5353 039 0.2424 0.90 0.8490
1967-1971 1.74 0.5425 0.71 0.5590 0.79 0.9587
1972-1976 215 0.0930 093 09147 0.82 0.0792
1977-1981 1.21 0.H27 097 0.1542 1.98 0.5031
1982-1986 1.57 0.1398 0.50 00410 145 0.9053
1987-1991 1.01 0.96%0 L.19 0.6910 1.37 0.5630
1992-1995 1.00 -NA- 1.00 -NA- 1.00 -NA-

As with the trend table for union formation, the P-values in Table 37 represent the likelihood
that the difference in pairs of consecutive odds could have been produced by a random

process. In general the individual consecutive pairs of odds ratios are not highly significandy
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different from one another. However, the significance of the difference berween the first and
last are significant. Again, this indicates a gradual process that accumulates significant change

over a longer period of time.

The striking result is that the odds of separation have increased by a factor of two for married
pairs with children but have decreased, also by a factor of two, for married pairs with no
children. This would seem to indicate that achieved fertility has become less important that in

was, and that the likelihood of divorce has in general been increasing over time.

Trend in the Hazard of Separation
Conteolling for Fertility Order

2 PN A

LT NI |
A
o /.747‘——_-\-/

—e

Odds Ratio on 1992-1995

0.0
1957-1961 1962-1966 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992.1995

Period

—o— N\ Child —a—1-2 Child —t— 3+ Child

Figure 47: Trend in the Probability of Separation
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FERTILITY

The Gwembe Tonga have maintained a high level of fertlity from 1957 to 1995. The overall
levels and trends are quantified and discussed briefly. As with the measures of nuprtiality, these
indicators are produced and examined mainly for the purpose of providing realistic parameters
for the populaton simulation developed in Part 3. The only departure from this
straightforward empirical approach is an effort to identify the potental impact of HIV/AIDS
on fertility during the most recent periods. HIV/AIDS may reduce fertility, but because there
are many other reasons why fertility may be falling in the most recent periods it is not possible
to assign responsibility to AIDS alone. What is possible is to build a circumstandal case
supported by evidence of the plausible impact of HIV on both fertlity and mortality during

the same period, and that is what I attempt to do.

The hazard of giving birth 1s calculated as a function of age and time for both men and
women. Male fertility measures are rare because it is difficult to accurately assign paternity,
and the Gwembe Tonga are no exception to this fact. Because of this, the male fertility
measures must be understood as measures of sacially assigned paternity. By that I mean that the
measures reflect the fertility that has been legitimately assigned to males through their unions
to females. In most cases this must closely match their biologic fertility, but the two are not
necessarily identical. I find these measures interesting because they present a startling contrast
to the female figures and clearly demonstrate that the reproductive histories and strategies of
men and women are different. Additionally, they complete the description of the reproductive
dynamics of the population that has been important for me as I thought about constructing

the population simulation.
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LEVELS

The overall level of fertility is identified by the boring yet classic age-specific fertility and total
fertlity rates. The unusual feature of these figures is how they are calculated. The age-specific
Sertility rates presented here are actually the annual hazards of giving birth by age. As such they
cannort be interpreted exactly as standard age-specific fertility rates are even though they are
qualitatively equivalent, they represent the number of children that an average woman could
expect to deliver during a year. In this case the rates represent the probability that a2 woman of
a certain age at the beginning of a period will give birth over the next year. This is a real
probability measure which I find more appealing and easier to conceptualize under any
circumstance. Moreover because they are calculated using the discrete time event history
method, one is able to estimate all kinds of statistical models that control for various impacts
other than age, such as period. This advantage is used here to examine the significance of the

changes in age-specific fertility over time.

Equation 11 contains the basic specification for the hazard inodel used to estimate the female

age-specific fertility rates.

Pe) Vg, 4.
[n(l-/?(a,-)) Bia, +--+Pga, +¢

Where p is the probability of giving birth during one year and & is a set of dummy variables representing age. The model
is run on the Individual-Year Data sct in various forms on both the toral and martried population of females.

Equaton | 1: Specificaton for Age-Specific Fertlity Hazard Model
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Equation 11 is the simplest form that simply estimates the age-specific annual hazards of
giving birth over the entire period described by the data set 1957-1995. Additional

specifications include dummy variables for time period and various interactions of age and

time period.

A polygynous marriage system complicates the calculation of the male age-specific fertlity
rates because it is not only possible but indeed surprisingly common for polygynously married
males to experience more than one birth in a year. Because of this it is not possible to use a
standard binary logistic model to estimate the hazard of experiencing a birth for males. The
straightforward but cumbersome solution is to use a multinomial logistic regression model that
is able to jointly estimate the probability of experiencing zero, one, two, or more births in a
given year. The multinomial specification uses the number of children born during a man-year
as the dependent variable and dummies for the man's age and time period as the independent

variables, Equation 12.

The probabilities resulting from an estimation of this model are combined into a weighted
average according to Equation 13. To interpret this, think of a standard age-specific fertility
rate as the number of children an average woman could expect to have during a year if she
lived through the whole year (the basis for the concept of the total ferdlity rate). What
Equation 13 does is produce the number of births that a man could expect to experience
during a year. This can be conceptually manipulated in exactly the same way as a standard

female age-specific fertility rate.
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Pr(s) =

Pr(/) is the annual hazard of having / children born to a man.

i€ {l---n}

where # is the gr catest number of children born toa man during a year.

i
A- P’( = a1, 15 ] [Biss -+, Brs] + ¢
is the inner product of the vector of observed age dummies 4 = {"15' ....475}
and the vector of estimated coefficients 8 = {8, 5o+ Bas I plus a constant ¢

corresponding to / children bor~ during one year.

Equation 12: Specificadon of the Age-Specific Muldnormnial Hazard Model of Male Ferlity

P =1p(0)+2:p,(2)+--+n-p,(n)
Where I tepresents the composite probability of burth, the p(7) through pfa) are the individual probabilities of giving

birth to one to # children during a vear, and the / increments the age group.

Equadon 13: Weighted Average of Muldple Male Birth Probabilides

The male and female age-specific fertility rates are displayed in Figure 48 and Figure 49, and
Figure 50 places the female period-specific age-specific fertility rates with respect the age-
specific fertility rates measured by the 1992 DHS survey in Zambia. Table 38 and Table 39
contain the data on which the figures are based. The age-pattern of fertility appears reasonable
for both males and females. Through time the female fertility rates fall closely around the
values measured by the 1992 DHS in Zambia, and the 1957-1995 figures are pulled down by

the fact that ferdlity during the most recent period between 1992 and 1995 is substantally
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lower than it is during the previous periods. The fact that the age-pattern for females is very
similar to that measured in the DHS survey (see Figure 50) supports the assertion that both the
DHS and the Gwembe data are good measures of the underlying reality — or, both are equally
bad and biased in exactly the same ways. Given the different methodologies employed in
collecting the data and the widely different time periods surveyed, it is unlikely that they
contain the same biases or errors, so I am confident that both are good. There is nothing to
which to compare the male figures, but given the fact that the female figures are similar to
other reliable data I am also confident that the male data are good. A striking feature of the
male age-specific fertility rates is the fact that males continue to reproduce at significant rates

through age 65, and there is measurable reproduction going on all the way through age 79.

The corresponding total fertility rates indicate the overall fertility is high in the Gwembe. Over
the periods 1957-1995, the temale total tertlity rate calculated over ages 15 to 49 has been 5.5
while the female total marital fertility rate has been 7.9. The differences reflect the fact that
not all women are married, and that when women are married they reproduce at a high rate.
The figures for men are 8.1 for the total fertility rate and 14.3 for the total marital fertility rate.
The substantially greater magnitude of the male total fertility rates results from the definition
of the total fertlity rate and demonstrates clearly why the total fertility rate is a poor measure

of overall feruility.

The classic toral fertility rate is the sum over ages 15 to 49 of the female age-specific fertility
rates at each age. The sum is usually implemented in five-year age groups so that the seven

five-year age-specific fertlity rates are summed and multiplied by five to yield the number of
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children thar an average woman would expect to have if she lived all the way through her
reproductive years and at each age bore children at a rate corresponding to the age-specific
fertility rate prevailing at that age. This produces a nice age-standardized rate with a
convenient interpretation. The problem is that it does not control for the size of the
population at each age and therefore every age or age group is given the same weight in the
calculation, even though there may be different numbers of women actually subject to the

fertility rate at each age™. The male toral fertility rates clearly identify this problem.

Males are able to continue siring children into old age with the consequence that they have
non-zero age-specific fertlity rates into old age. As the male populatdon ages its size
diminishes quickly so that the denominator of age-specific rates becomes dramatically smaller.
Under these circumstances even a few reproductive men are able to generate comparatively
large age-specific fertility rates. Summing up the male age-specific rates over a much larger age
interval and including comparatively high rates at older ages results in a much larger total

fertility rate for men.

That is in fact why the total fertlity rates for men are so much higher, but it may sdll not
sausfy the inquiring mind! Another feature of the total fertility rate as it is normally
constructed is the fact that it is identified with a single sex and does not explicitly take into
account the pairing of the sexes that is necessary to produce births. It is because of this
fundamental discordance that the total ferdlity rates for men and women do not match: they

are totally independent of one another and refer to completely different base populations.

3 A soluton to this problem may involve age-standardizing the age-specific ferdlity rates in a manner similar to the age-
standardization of a crude death rate. This would solve the weighting problem but also destroy the neat interpretation.
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This situation is exacerbated in a polygynous marriage system where old men are often married

to and reproducing with young women.

Male Age-Specific Fertility Rate 1957-1995

10-14 15-19 20.24 25.290 30-33 35-39 3044 4549 50-54 55-39 60-63 65-60 70-74 7570
Age

- @+ Towal: TFR(15-79) = 8.1 —&— Marricd: TMFR(15-70) = 143

Figure 48: Male Age-Specific Ferdlity Rates 1957-1995
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Female Age-Specific Fertility Rate 1957-1995
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Figure 49: Female Age-Specific Ferdlity Rates 1957-1995
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Figure 50: Female Age-Specific Fertlity Rates by Period
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TABLE 38: MALE AGE-SPECIFIC FERTILITY RATES BY PERIOD

Age 57-61 62-66 67-71 72-76 77-81 82-86 87-91 92.95 57-95
Total
10-14 0.00 0.00 0.00 104 072 0.00 0.00 Q.00 0.21
153-19 10.60 92.69 16.23 11.86 10.11 5.85 8.69 11.99 9.91
20-24 118.18 190.20 138.00 160.88 117.50 128,61 131.81 92.10 126.01
23-29 273.36 301.82 321.05 246.68 258.90 23218 247.58 186.22 243.23
30-34 330.58 34472 360.93 31234 230.35 194.36 246.54 201.62 254.13
35-39 33577 365.96 27826 333.66 262,53 277 160.57 191.25 243.23
40-44 48227 451.13 288.14 255.01 32024 194.90 137.14 108.23 22891
45-19 31481 340.14 345.32 24280 177.51 191.95 11491 61.50 180.56
30-34 278.69 103.45 202,61 25532 137.34 95.09 110.75 7792 132.96
35-59 200.00 187.50 129.63 124.14 107.14 67.63 75.34 42.65 91.07
60-64 80.00 105.26 13235 5263 45.80 2439 4211 19.51 46.60
65-69 3846 95.24 57.14 98.36 0.00 2830 9.80 0.00 29.07
70-74 0.00 41.67 0.00 40.00 2174 27.78 25.64 0.00 19.11
757 0.00 0.00 45,45 58.82 0.00 0.00 0.00 0.00 10.87
TFR (10-79) 1231 1268 11.58 1.07 8.45 704 6.55 4.96 8.08
TFR (15-49) 9.33 10.02 874 192 6.89 5.83 524 4.26 6.43
Marital
10-14 0.00 0.00 0.00 200.00 200.00 0.00 0.00 0.00 80.00
15-19 333.33 75.00 461.54 266.67 294.12 250.00 346.15 407.41 340.74
20-24 35484 430.89 386.360 486.84 420.77 378.57 427.03 321.74 395.87
25.29 407.41 +45.09 453.85 403.28 $16.4+4 359.70 365.62 319.33 379.56
30-34 418385 439.02 47137 41993 337.14 285.05 33491 269.84 346.60
35-39 401.79 485.88 364.7 466.67 360.54 33141 237.29 253.28 335.80
40-44 35833 517.54 400.00 363.64 +416.00 28223 213.62 168.38 325.54
43-49 37778 450.45 +0.37 335.26 245.69 25751 179.28 108.91 263.27
M)-54 320692 127.66 27193 318.58 194.97 144.93 161.14 130.43 192.27
53-39 33333 7273 135.56 159.29 142.86 103.70 119,57 63.38 132.58
60-64 153.85 17391 191.49 68.18 57.14 3261 66.67 33.90 69.40
63-69 47.62 117.65 40.00 13333 0.00 3947 1350 0.00 37.94
70-74 0.00 5263 0.00 335.56 27.03 38.46 3175 0.00 25.53
7579 0.00 0.00 62.50 9091 0.00 0.00 0.00 0.00 15.50
TFMR (10-79) 18.57 19.4 18.50 1884 15.56 1252 1248 10.38 14.70
TEMR (15-49) 1426 1572 14.89 13.71 1245 10.72 10.52 9224 11.94
141
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TABLE 39: FEMALE AGE-SPECIFIC FERTILITY RATES BY PERIOD

Age 57-61 62-66 67-71 72-76 77-81 82-86 87-91 92-95 57-95
Total
i-14 276 92.43 578 304 230 298 291 1.1 3.08
15-19 173.30 195.74 179.03 167.29 90.25 Nn17 11030 83.92 117.58
20-24 273.87 301.85 306.12 29275 27273 242534 253.81 206.83 256.92
25-29 258.33 282.76 267.02 31414 25794 241.65 22426 176.19 240.17
30-34 26.23 253.48 24154 273.20 263.59 213.53 190.13 147.24 215.26
35-39 153.85 152.10 190.08 198.24 219.13 161.24 189.04 11507 172.06
044 76.34 78.05 85.71 11081 66.81 104.20 7117 39.89 81.12
1549 0.00 40.00 4.88 2875 18.77 1114 29 1013 17.49
30-34 0.00 0.00 7.63 0.00 0.00 0.00 0.00 0.00 0.50
TEFR (10-54) 382 6.57 6.4+ 6.9% 5.96 534 5.32 4.00 5.52
TEFR (15-49) 5.81 6.32 637 693 395 533 5.31 4.00 5.50
Manral

10-14 0.00 111 250.00 166.67 181.82 230.77 266.67 0.00 177.22
15-19 32275 396.45 381.97 402.99 352.66 343.07 417.53 32024 369.11
20-24 336.48 365.16 35417 34722 337.08 318.63 327.15 301.57 330.13
25.29 20487 339.83 32043 355.90 297.34 280.00 275.29 21474 285.57
30-34 272.36 298.66 291.78 338.50 298.50 246.03 2872 19035 259,05
35-39 186.75 187.76 27.12 246.54 27232 187.11 218.70 136.94 206.98
444 128.21 106.67 103.31 1-+4.88 84.03 130.12 77.46 68.40 100.21
43-49 0.00 68.49 6.90 3863 21.98 14.71 26.95 13.75 .82
50-34 0.00 0.00 13.33 0.00 0.0 000 0.00 0.00 0.81
TEMR (10-54) 7 9.37 9.75 1021 92.23 875 9.19 6.23 8.76
TFMR (15-49) | 8.82 8.43 9.37 832 7.60 .86 6.23 7.87

To address the fact that the classic fertility measures do not properly recognize the link
between males and females and therefore produce irreconcilable measures, another model is
calculated that estimates a married pair's annual hazard of experiencing a birth as a function of
male age™, female age, and duration of the union. The model is another variation on the two-
sex dummy variable models that were estimated to calculate the nuptiality hazards, Equation

14

2 As elsewhere in this document, male fertlity recognizes “assigned™ paternity rather than absolute biological patemnity which is
something about which I have no information.
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Where p is the probabiliry that the union will experience a birth, «~ is a dummy for the male's age, # is a dummy for the
temale’s age, ¢ is a dummy for the duration of the union, # is the maximum number of age groups for male and female,
and  is the maximum number of duration-groups for the union. There are no duration/age interactions in this model

(because there are not enough observations to support that many cells) so the age and duration cffects are assumed to be
completely independent.

Equaton 14: Specificadon for Two-Sex Hazard of Experiencing a Birth Model

Figure 52 displays the hazards estimated by applying the model described by Equation 14 to
the Union-Years Data Set. This figure clearly reveals where in the male-female age matrix
reproduction is occurring. The maximum ridge in the hazard surface runs obliquely from
young to old ages in such as way that the maximum likelihood of reproduction is occurring
within pairs whose male is substantially older than the female. As it should be the likelihood
of experiencing a birth is effectively zero for women older than 50. In contrast, men continue
to have substantial likelihoods of experiencing a birth through age 64. A revealing feature of
this surface is the age associativity that is present. For the most part hazards are substantial
where the age difference between the male and female is about 5 to 10 years. However,
women up to 50 years old face considerable likelihoods of experiencing a birth with men as
voung as 30 but not younger, and men aged 60 to 64 are not exposed to substantial likelihoods
of experiencing a birth with women less than 40 years old. There is a much wider spread in
the age of men with whom women reproduce art significant levels, and a somewhat narrower
range of ages of women with whom men reproduce - especially as the man age. This is partly
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a result of the shorter reproductive life of women, and partly due to the social processes

governing marriage.

Annual Hazard of Birth: All Durations of Union

)
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Figure 51: Annual Hazard of Birth for Pairs: All Duradon of Union

Two more interesting results emerge from this model. The first answers the question of how
the likelihood of experiencing a birth changes as a union ages. The likelihood of experiencing
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a birth as a function of the age of union is plotted in Figure 52 as the odds ratio of the annual
hazard at various durations after union formation compared to the likelihood of experiencing a
birth during the first year of the union. Age effects are controlled for by the age dummies so
what we sce is a true duration-of-union effect with potential bias from period effects that are
not controlled for in this model. The likelihood of experiencing a birth increases dramatically

after the first year and more-or-less plateaus for the next twenty years of a union's life before

dropping sharply.
Odds Ratio of Birth Probability by Duration of Union
Compared to Probability of Birth at Duration 0 Years
Controlling for all Age Effects
3.0
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Figure 52: Odds Ratio of Birth Probability by Duradon of Union

We may also ask how the likelihood of experiencing a birth is affected by the age of one's
spouse? To answer this, the hazards produced by estimating Equation 14 can be manipulated
to control for the age of one sex or the other to produce a novel measure similar to a total

fertlity rate. For each sex, the age-specific hazards of experiencing a birth can be summed
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across all ages of the opposite sex to vield a sex-specific total fertility rate by age of the

opposite sex. For example, if we take males aged 30 to 34 and sum the hazards of

| Sex-Specific TFR by Age of Opposite Sex
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Figure 53: Sex-Specific TFR by Age of Opposite Sex

experiencing a birth across females of all ages, the result is a total fertility rate for an average
female of any age paired with male who is berween 30 and 34 - the number of children that a
woman could expect to have if she survived through her entire reproductive life paired with a
man aged 30 to 34 and experienced at all ages the fertility rates associated with being paired to
a man aged 30 to 34. If we repeat this for all age groups of males, a series of total fertility rates
is produced that reveals how females' reproductive potential changes with males' age. Total

fertility rates calculated in this way are plotted in Figure 53.
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The pattern of male rotal fertlity rates as a function of female age is what we expect. Males
fertlity is high with women aged 15 to 39, low with women aged 40 to 49, and zero with
women aged 50 and over. The interesting finding is how female feruliry changes with male
age. Females are reproductive with men from age 15 to 64 with a maximum reproductive
potential when paired with men aged 30 to 34. The shape of the female curve indicates that
males’ reproductive potential increases more slowly than females' and diminishes more slowly
over a wider range of ages. The total fertility of women paired with 55 to 59 year old men is

still 5!

TRENDS

Since 1957 the fertility of the Gwembe Tonga has changed significantly. Unfortunately the
data do not contain much of the information that is necessary to explain these changes; there
is no systernatic individual-level information on contraceptive use, attitudes roward fertility and
family limitation, socio-economic standing, women's status or any of the other factors usually
assumed to be proximate determinants of fertility. In the absence of those data, the best that

can be done is to compare the trends in fertility to the known history of the Gwembe Valley

over the same time period.

What is known from the ethnographic work of Colson, Scudder, Cliggett and Gillet-Netting is
that there has never been widespread use of modern methods of contraception at any time
during the period 1957 to 1995. Very small numbers of women have experimented with
modern methods at various points in time, but continuous use has been prevented by the lack

of continuous availability through the public health system, the prohibitive cost of acquiring
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contraceptives on the open market and the resistance to family limitation that women face
from their husbands. This means that whatever changes in fertility have taken place are largely
the result of changes in behavior relating to marriage and sex, to a changing epidemiological
profile, and to macro demographic changes in the population. An exhaustive analysis of what
those changes may have been and what brought them about is largely the subject of a different
investigation. Here it suffices to reveal that they have taken place and to correlate them to the
global changes that have taken place in the economy, the environment, and the

epidemiological profile of the population during the same period.

This work is primarily concerned with understanding the HIV/AIDS pandemic in Africa from
the perspective of a population scientist. Toward that end, there is one aspect of the trends in
ferulity that is examined in detail: namely, has there been a measurable falloff in fertility during
the most recent periods when HIV /AIDS has begun to affect the population, and if so are the
largest reductions observed for age groups that would be most affected by HIV/AIDS? In
most significantly affected African populadons, HIV infects the male and female populations
so that the age-pattern of infection is significantly younger for females. There are no HIV
prevalence figures available for the Gwembe, but if we assume that the epidemic there is
similar to the epidemic in other polygynous areas of Africa, then we would expect the age-
pattern of the decline in fertility to be slightly younger for females than for males and to match
closely the ages at which each sex is typically most affected by the epidemic. Reductions of
this type are indeed revealed by the data, and they are measured with a grear deal of certainty.
This is sdll a flimsy case at best - open to many other explanations. However, it is given some

support by the congruent finding the mortality has increased substandally in the same age
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groups for both men and women over the same tme, again measured with great certainty.
There are few explanations that are able to account for both the reductions in fertility and the

increases in mortality as well as HIV/AIDS.

Two methods are used to investigate the trends in fertility, and both are (surprise!) event
history formulations. The first was outlined above during the discussion of age-specific
fertility and total fertility rates, Equation 11 and Equation 12. Age-specific fertility rates were
calculated for each of the five-year period between 1957 and 1995 for both men and women,
and toral fertility rates were calculated from those. Figure 54 contains the series of male total

fertility rates, and Figure 56 contains the series of total fertility rates for females.

The drawback to this method is that it is not possible to associate standard errors with the
differences in the total fertility rates from one period to the next so it is not possible to say
with certainty that the change from one period to the next is not the result of a random
process. The best way to solve this would be to interact the period and age variables and use
the standard errors on the period variables and the interactions as indicators of the likelihood
that the observed changes were not the result of random processes. This method was
attempted but failed due to the lack of sufficient observations. The final number of variables
included in a dummy variable regression with fourteen age groups for each sex and eight
period variables and all of the appropriate interactions requires a great number of observations

and events — a number not reached by the relatively small size of the Gwembe data set.

Instead the data are divided into age groups through time, and for each age group the

likelihood of experiencing a birth is modeled as a function of time period. For example all
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female person-years lived berween the ages of 20 and 24 over the entire period 1957 to 1995
are selected into a sample, and the likelihood of experiencing a birth for those person years is

modeled as a function of the time period in which the person-years were lived. The model is

implemented as a dummy variable logistic regression:

4

m(LJ =Bt +-+-+B,t, +¢
1=p(2,)

Where p is the probability of experiencing a birth and 4 is a time period dummy variable. This model is run separately

for males and female on samples of the Person-Year Data Set defined by age.

Equation 13: Specification for the Fertility Trend Hazard Model

With this specification it is possible to test the null hypothesis that two consecutive period
coefficients are equal. If P-value produced by this test indicates the likelihood that the
difference in the two coefficients is the resuit of a random process. If the P-value is
significant, we can state with some certainty that there was a real change measured with these

data, and furthermore if we trust the data, we can be confident that a real change took place in

the population.

Table 38 and Table 39 (above) contain the results of the age-specific fertility rate calculations
and the series of total fertility rates that they produce. Those total fertility rates are plotted in
Figure 54 and Figure 56. It is immediately evident that there has been a decline in fertility
from 1972 onward. The decline is steady and substantial for both males and females; from a
total marital fertility rate of about nineteen for males to about eleven and from about ten for
females to about six. Movements in the total and marital rates parallel each other very closely
during all periods indicating that changes in marriage patterns probably do not explain the
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changes in fertlity. The fertility of married people declines in the same manner as the fertility
of the whole population demonstrating that reproductive behavior within marriage is similar to

reproductive behavior as a whole.

Male Total Fertility Rate
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Figure 54: Trend in Male Torl Fertility Rates
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| Male Married Age-Specific Fertility Rate
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Figure 55: Male Marred Age-Specific Ferulity Rates by Period

Female Total Fertility Rate
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Figure 56: Trend in Female Total Fertlity Rates
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' Female Married Age-Specific Fertility Rate
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Figure 57: Female Married Age-Specific Fertility Rates by Period

The question becomes what may have driven these changes and through what proximate
determinant, or combination of proximate determinants, were they actually effected? As
mentioned above, the data necessary to answer those questions is not presentdy available.
However, the slight increase prior to 1972 occurred during the most auspicious period of
Gwembe history recorded in these data. During that time the Zambian economy as a whole
was healthy, and the local economy was booming fueled by the great productivity of the lake
Kariba fisheries while the lake consumed the initial bolus of biomass provided by the flooding,
The nearly concurrent collapse of the price of copper on the world market and the oil crisis
during the mid seventies contributed to the initiation of a permanent downturn in the
Zambian economy, and once the initial fertility of the lake was tapped out the local economy
also turned down. During the eighties and early nineties the situation was compounded by a
series of serious droughts. Together these influences provided the kind of macro environment
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in which fertility is perhaps more expensive and less rewarding in all ways. Precisely how these
influences may have exerted downward pressure on fertility is not known, although it is certain
that the provision of medical services deteriorated, the average income of individuals and
especially households decreased substantially, and the overall health and nutridon level of the
population suffered considerably. The only exception to this generally unsatisfying picture is
the sharp downtumn in fertility of both sexes during the 1992 to 1995 period. It is likely that

this decrease is associated with HIV/AIDS.

EVIDENCE OF HIV

If the Tonga were reducing fertility to limit the size of their families, we would expect fertility
to remain high at younger ages and start to drop first at older ages, and as time goes by, for the
reduction to appear at progressively younger ages undl there was a relatively narrow and young
age band in which all ferulity was taking place. Alternauvely it they were using contraceptive
techniques to increase their control over the spacing of births, we would expect fertility to
decrease mildly at all ages with no particular dependence on age. Last if HIV/AIDS is
affecting fertility, we expect fertility to remain more or less constant at all ages except those at
which HIV is prevalent. Assuming that the HIV epidemic in the Gwembe is similar to that
measured elsewhere, prevalence for females is highest in the twenties and thirties and for males
in the thirties and forties. Support for this conclusion comes from an examination of the trend
in ferdlity by age. Figure 55 and Figure 57 present married age-specific fertility rates for males

and females for the periods 1977-1981, 1982-1986, 1987-1991 and 1992-1995.
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It is clear that there is no substantial trend in male fertility outside of the 35 to 49 age group,
and that between those ages there has been a steady and substandal decrease in fertlity,
especially in the 40 to 4 age group thart is most likely to be affected by HIV infection. For
females the picrure is similar except younger. There is no real change in female ferrility outside

of the 25 10 39 age group, and between those ages fertility has fallen consistently.

This is a nice finding, but it could still be a serendipitous confluence of stochastic changes in
age-specific fertlity. To rule out that possibility, the results of the statistical analysis of the
trends (described above) are presented in Table 41 and Table 43 and plotted in Figure 58

through Figure 74 for males and females respectively.

The tables list the annual hazards of experiencing a birth during each period, the odds ratio of
the period hazards compared to the most recent period 1992 to 1995, and the P-value
generated from comparing each pair of consecutive period coefficients. A small P-value
indicates that it is unlikely that the difference observed in the annual hazard from one period
to the next is the result of a random process. The figures display the trend in the annual
hazard of birth for each age group. All of the numbers are calculated for both males and

females and for both the total and married populatons of males and females.

The figures clearly reveal that the likelihood of experiencing a birth has decreased substandially
during the most recent two periods from 1987 to 1995 for men aged 40 to 49, and that men
aged 25 to 34 have also experienced a sharp reduction in the likelihood of experiencing a birth
during the most recent period from 1992 to 1995. Men aged 50 to 59 also experienced a

noticeable reduction during 1992 to 1995. The anomalous age group is aged 35 to 39 for
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which men appear to have experienced a sharp decline from 1972 to 1992 and a leveling off
berween 1992 and 1995. To determine which of these changes is statistically significant we
examine the P-values in Table 41. Table 40 summarizes the P-values for the trends in male
annual hazard of birth. The changes from the 1987 to 1991 period to the 1992 to 1995 period
are highly significant in the 25 to 29, 35 to 39, 40 to 44 and 45 to 49 age groups. The trend in

the 30 to 34 and 40 to 44 age groups has been statistically significant for some time.

TABLE 40: SIGNIFICANCE LEVELS OF MALE TREND
IN ANNUAL HAZARD OF BIRTH 1977-1995

Significance Level (Percent)

77-81 — 82-86 82-86 — 87-91 87-91 = 92-95
Age Group Total Married Towl Married Toral Marred
25-29 HPo 18%% 4% 88°%  Better than 1% 2%
30-34 5% 5%  Betterthan 1% 3% 8% 4%
35-39 23%% T 23% 10% 3200 84%
40-4+4 % 9% 5% 1% 11% 11%
4549 880 75% 1% 6% 1% %
50-54 10% 15% 33 38% 21% 42%
5539 4% 66%% 40 46% 96°% 907

The statistical tests provide confidence in the fact that the observed changes are not the result

of a random process and provide confidence in the fact that the sets of person years from
which the estimates are made are large enough to measure changes of this magnitude.

Consequently, the changes at ages 40 to 44 and 45 to 49 are both substantial and significant.
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TABLE 41: MALE TREND IN ANNUAL HAZARD OF BIRTH BY AGE

Annual Hazand OR™ P-Value™ Annual Hazard® OR™ P-Value™
Period 1 Total Marfied Toral Married Total Marned Totad Marmed Total Marned Totd Marned
Ages 10-14 Ages 15-19
57-61 1 0.0000  0.0000 3.1E-07 -NA- 10000 -NA- 0.0000 03333 088 0.73 03904 03948
62-66 2 00000 00000 3.1E-07 -NA- 10000 -NA- 0.0097 03750 0.40 024 01247 01777
67-71 3 00000 0.0000 31E0Q7 -NA- 10000 -NA- 0.0162 04615 1.36 1.25 02731 02877
7276 4 00010 02000 LIE+1012E+10 07962 10000 0.0119 02667 0.77 0.53 0.8533 0.8632
781 5 00007 02000 73E+09 12E+10 10000 1.0000 0.0101 02941 0.84 0.61 02465 0.7635
82-86 6 00000 00000 3.1E-07 83E-07 1.0000 10000 00058 02500 048 0.48 03591 0.4838
8791 T 00000 0.0000 31E-07 83E-07 1.0000 10000 0.0087 03462 0.72 0.77 03520 0.6460
92-95 8  0.0000 0.0000 100 1.00 -X- -X- 0.0120 04074 1.00 1.00 -X- -X-
Ages 20-24 Ages 25-29
57-61 1 0.1182 03548 1.2 099 00t16 04702 02734 04074 1.61 1.44 04038 0.4444
62-66 2 01902 0.4309 238 1.57 00224 02599 03018 04451 1.90 1.70 0.8853 0.6683
67-71 3 01380 03864 1.51 1.17 01070 00177 03211 04538 1.85 1.56 0.1552 0.7808
72-76 4+ 01609 04868 203 211 00027 00352 02467 04033 1.48 148 06152  0.6934
77-81 5 01175 04208 1.24 1.31 0.1109 0.8697 02589 04164 1.59 1.58 03955 0.1830
82-86 6 0.1286 03786 157 135 07300 05224 0232 03597 1.42 130 0.5361 0.8769
87-91 7 01318 04270 1.51 1.50 00010 00110 02476 03656 1.52 133 0.0000 0.0200
92.95 8 00921 03217 1.00 1.00 -X- -X- 0.1862 03193 1.00 1.00 -X- -X-
Ages 30-34 Ages 35-39
57-61 1 0.3306 04188 1.39 135 01350 01278 033358 04018 1.52 1.37 0.7876 03526
62-66 2 0347 0439 1.87 1.86 04197 05621 03660 04859 1.64 .77 05589 0.4020
67-71 3 03609 04714 1.6t 1.66 04517 05269 02783 03647 1.45 1.47 0.1396 0.1113
72.76 4 03123 04199 141 147 01654 04670 03537 04667 1.9t 202 00259 0.0430
7781 3 02303 0331 113 129 00494 00501 0.2625 03605 1.28 137 02293 0.7676
82-50 6 0.i9  0.2850 n.64 094 007 0.0262 0.2177 03314 o4 1.29 v2us 00957
8791 T 02465 03349 1.3 129 00810 00430 0.1606 02373 0.85 0.97 03220 08390
92.95 8 02016 02698 1.00 1.00 -X- -X- 0.1912 02533 1.00 1.00 -X- -X-
Ages 40+ Ages 4549
57-61 1 04823 0.5583 564 438 00146 00105 -NA- -NA- 6.10 435 05731 03432
62-66 2 04511 05175 273 197 09699 03217 03401 04505 7.6l 640 08823 0.9630
67-71 3 02881 0.4000 276 24 06076  0.6845 03453 04404 7.92 631 02759 04485
7276 4 02550 03636 246 242 01768 04652 02428 03353 6.02 5.15 00771  0.0662
7781 5 03202 04160 321 28t 00215 00925 01775 02457 4.09 336 0.8800 0.7475
82-86 6 019499 02822 208 -200 00458 01100 0.1920 0257 396 312 00104 0.0632
8791 7 01371 02136 141 144 01130 0.1100 01149 01793 217 1.97 00120 0.0380
92.95 8 0.1082 0.1684 1.00 1.00 -X- -X- 0.0615 0.1089 1.00 1.00 -X- -X-
Ages 50-5F Ages 55-39
57-61 1 02787 03269 531 377 00130 00150 02000 03333 3.30 4.10 06728 0.8886
62-66 2 01034 01277 1.20 086 0083+ 00505 01875 02727 423 448 03081 0.1494
67-71 3 02026 02719 319 263 07029 0912 0.1296 0.1556 234 1.89 09403 0.8308
7276 + 02553 03186 33 2 00343 00883 0.1241 01593 244 213 035929 0.6604
77-81 53 01373 0.1950 1.87 158 0.0973 01530 0.1071 0.1429 1.94 177 04366 0.6570
82-86 6 00951 0.1449 L1 099 03307 03861 0.0676 0.1037 1.39 1.45 04049  0.4603
87-91 7 01107 0.1611 1.50 130 02050 04190 00753 01196 098 1.06 09630 0.8950
92.95 8 00779 0.1304 1.00 1.00 -X- -X- 00427 0.0634 1.00 1.00 -X- -X-
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TABLE 41 CONTINUED: MALE TREND IN ANNUAL HAZARD

OF BIRTH BY AGE

Annual Hazard" OR~ P-Value™ Annual Hazard' OR” P-Value™
Period  t _Tow Mamed Total Mamied Toral Mamed _ Towl Mamied Totl  Maried Totd  Mared
Ages 60-64 Ages 63-69
5761 I 00800 01538 437 518 07390 08767 00385 00476 I4E+10 13E+10 0433 0405
6266 2 01053 01739 591 600 06841 08591 00952 01176 3.6E+I0 35E+10 05958 03591
67-71 3001324 01915 767 675 01H8 00951 00571 00400 21E+I0 LIE+10 04870 0239
T276 4 00526 00682 279 2 08403 07966 00984 0.333 37E+10 40E+10 0.0000 0.0000
=781 5 00458 00571 241 173 03640 04165 00000 00000 7GE-10 76E-10 00000 0.0000
8286 6 0024 00326 126 096 09102 07234 00283 00395 99E+09 LIE+10 03536 03524
87.91 T00263 00417 137 125 06460 07440 00098 00137 34E+09 37E+09 0.0000 0.0000
9295 8 00195 00339 100 100 -X-  .X- 00000 00000 100 100  -X- X
Ages 70-74 7579
57-61 1 00000 00000 17E-05 LIEO7 10000 10000 00000 00000 6.1E-06 17E-05 1.0000 1.0000
6266 2 00417 00526 83E+09 79E+09 10000 10000 0.0000 00000 G.1E-06 1.7E-05 10000 1.0000
6771 300000 00000 L7E-05 LIE-7 10000 10000 00455 00625 9GE+09 94E+09 08515 0.7830
7276 4 00400 00556 79E+09 B4E+09 06617 06035 00588 00909 13E+10 L4E+10 1.0000 1.0000
=781 5 00217 00270 42E+09 40E+09 08607 07998 00000 00000 6.1E-06 L7E-O5 10000 1.0000
8286 6 00278 00385 54E+09 57E+09 09472 08734 00000 00000 6.1E-06 1.7E-05 1.0000 1.0000
8791 700256 00317 50E+09 47E+09 00000 00000 00000 00000 6.1E-06 L7E-05 1.6000 1.0000
9295 8 00000 00000 100 100  -X-  X- 00000 00000 100 100 X- X

* The annual hazards listed in this table are calculated as the parity-weighted average of the annual hazard of 1, 2, ot three births defined in

Equanon 13. These should be interpreted as the numbet uf births an average male of 2 given age could expect to have in a give pegod.

" The odds ratos and P-values listed in this table refer to the coetBicients that predict the annual hazard of a single birth. Consequently, the
odds ratos are dose to but not exactly equal to whar would result from calculating them from the annual hazards thart are listed.
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Male Annual Hazard of Birth Ages 15-19
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Figure 58: Male Annual Hazard of Birth Ages 15-19

600

300
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Figure 59: Male Annual Hazard of Birth Ages 20-24
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Male Annual Hazard of Birth Ages 25-29
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Figure 60: Male Annual Hazard of Birth Ages 25-29
Male Annual Hazard of Birth Ages 30-34
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Figure 61: Male Annual Hazard of Birth Ages 30-34
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Male Annual Hazard of Birth Ages 35-39
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Figure 62: Male Annual Hazard of Birth Ages 35-39
Male Annual Hazard of Birth Ages 40-44
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Figure 63: Male Annual Hazard of Birth Ages 40-44
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Male Annual Hazard of Birth Ages 45-49
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Figure 64: Male Annual Hazard of Birth Ages 4549
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Figure 65: Male Annual Hazard of Birth Ages 50-54
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Male Annual Hazard of Birth Ages 55-59
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Figure 66: Male Annual Hazard of Birth Ages 55-59
Male Annual Hazard of Birth Ages 60-64
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Figure 67: Male Annual Hazard of Birth Ages 60-64
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A similar examination of the changes in the female likelihood of experiencing a birth is
presented in Table 42, Table 43 and Figure 68 through Figure 74. The main finding is that
there are substantial and highly significant reductions in the likelihood that females aged 20 to
39 will experience a birth berween the 1987 to 1991 period and the 1992 to 1995 period. The
reductions are of particularly large magnitude in the 25 to 39 age groups and particularly in the

35 to 39 age group.

TABLE 42: SIGNIFICANCE LEVELS OF FEMALE TREND
IN ANNUAL HAZARD OF BIRTH 1977-1995

Significance Level (Percent)
7-81 — 82-86 82-86 —» 87-91 87-91 — 92.95
Age Group Toral Marned Total Married Total Married
20-24 10% 43°%9 48%% 68  Better than 1% T%
25.29 43% 47°% 32%% 82%  Better than 1% Better than 1%
30-34 3% 5% 23% 43% 1% ™
35-39 1% Better than 1% 19°% 20°o  Better than 1% Better than 1%
40-44 % 4% 5% 1% 45% 61%%
45-49 37°% 30%% 7% 26°%o 15%% 25%
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TABLE 43: FEMALE TREND IN ANNUAL HAZARD OF BIRTH BY AGE

Annual Hazard OR P-Value Annual Hazard OR P-Value
Period 1 Toal Mamied Totdl Marned Totd Marded Total Mamed Total Mammed Total Marned
Ages 10-14 Ages 15-19
57-61 I 028 00000 248 NA- 02598 -NA- 0.1733 0328 2 1.01 1).3876  0.1469
62-66 2 00 ol 855 L8E+07 0.4618 04337 0.1957 03964 266 139 04828 0.7688
6771 3 00058 02500 321 47E+07 03997 06904 0.1790 03820 238 131 0.3612 0.6311
T2.76 4 00030 0.1667 274 2BE+07 0.7310 09376 0.1673 04030 219 143 00000 02630
.81 5 00023 0.1818 207  3.1E+07 0.7208 07690 0.0903 0.3527 1.08 1.16 09368 08268
32-86 6 0003 02308 268 42E+07 09677 08269 00912 03431 1.10 111 0.0758 0.0530
8791 T 00029 02667 262 S1IE+07 02390 00000 01103 04175 1.35 .52 0009 0.0070
92.95 8 00011 0.0000 1.00 1.00 -X- -X- 0.0839 03202 1.00 1.00 -X- -X-
Ages 20-24 Ages 25-29
57-61 1 02739 03365 145 1.17 03507 04198 02583 02949 1.63 1.53 04410 2129
62-66 2 03019 03652 1.66 133 08762 07319 02828 03398 1.84 1.88 05788 05567
67-71 3 03061 03542 1.69 1.27 05979 08138 02670 03204 1.70 172 00751 02412
276 4 02927 03472 1.59 1.23 03624 07027 03141 03559 214 2] 0.0221 00345
7781 3 02277 033t 14 118 01017 04322 02579 02973 1.63 155 04326 04673
82.86 6 02425 03186 1.23 1.08 04820 06798 02417 02800 1.49 142 03239 08220
8791 702538 03272 1.30 L13 00020 0.1980 02243 02753 1.35 139 00020 0.0020
92.95 8 02068 03016 1.00 1.00 -X- -X- 0.1762  0.2147 1.00 1.00 -X- -X-
Ages 30-34 Ages 35-39
3761 1 02262 02724 1.69 1.59 04134 04997 0.1538 0.1867 1.40 145 09569 09795
62.66 2 02335 02987 1.97 1.81 06964+ 0848t 01521 0Nn1878 135 146 0.1949 02635
67-71 3 02415 02918 1.84 L.75 02523 01582 0191 02271 1.80 1.85 07699 05612
2.7 4 02732 03385 218 218 0.7087 01871 0.1982 02465 1.90 206 04140 04065
T8 5 02636 0.2986 207 1.81 00308 00483 02191 02723 216 23 00123  0.0021
52-80 o 02135 02460 1.57 1.39 02307 04509 0.1612 0.1871 1.48 145 0.1897 02013
8791 7 01901 02287 1.36 126 00120 00680 0.1890 02187 1.79 1.76  0.0000 0.0000
92.95 8 0.472  0.1903 1.00 1.00 -X- -X- 0.1151  0.1369 1.00 1.00 -X- -X-
Ages 40—+ Ages 4549
57-61 1 00763 0.1282 1.30 2] 09543 0.6278 -NaA-  -NA-  -NA- -NA- NA-  -NA-
62-66 2 00780  0.1067 133 1.63 0.7565 09158 0.0400 0.0685 4.07 5.28 00520 0.02328
67-71 3 00857 0.1033 1.47 1.57 02748 01538 0.0049 00069 0.48 050 00892 0.W76
276 4 01108 0.1449 1.96 231 00260 0016t 00288 00386 2 288 03915 02172
7781 5 00668 0.0840 1.12 1.25 0.0370 00418 00188 0.0220 1.87 161 0.3691  0.5031
82-86 6 01042 01301 1.83 204 00546 00131 00111 0.0147 1.10 107 0.1694 0.2634
8791 T 00712 00775 1.20 14 04510 06110 00230 00270 230 1.99 01520 02500
9295 8 00599 0.0684 1.00 1.00 -X- -X- 0.0101 0.0137 1.00 1.00 -X- -X-
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Female Annual Hazard of Birth Ages 15-19
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Figure 68: Female Annual Hazard of Birth Ages 15-19
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Figure 69: Female Annual Hazard of Birth Ages 20-24
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Female Annual Hazard of Birth Ages 25-29
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Figure 70: Female Annual Hazard of Birth Ages 25-29

Female Annual Hazard of Birth Ages 30-34
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Figure 71: Female Annual Hazard of Birth Ages 30-34
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Female Annual Hazard of Birth Ages 35-39
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Figure 72: Female Annual Hazard of Birth Ages 35-39

Female Annual Hazard of Birth Ages 40-44
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Figure 73: Female Annual Hazard of Birth Ages 40-+4
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Female Annual Hazard of Birth Ages 45-49
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Figure 74: Female Annual Hazard of Birth Ages 4549
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MORTALITY

The risk of death faced by the Tonga is surprisingly low given the challenging environment in
which they live. Berween 1957 and 1995 the expectation of life at birth was 48 years for males
and 52 years for females. The likelihood that an infant would die before its first birthday was
0.119 for males and 0.104 for females. What is most interesting is the trend in the likelihood
of dying at various ages. The chances of survival improved steadily in most age groups from
1957 until the late eighties to early nineties. After that mortality conditions have generally
deteriorated, and some age groups have seen all of the advances of the previous two or three
decades erased within five to ten years. It is likely that these reversals are the result of a
generally deteriorating environment and economy, the impact of a long series of serious

droughts, and finally HIV/AIDS.

The analysis presented tor mortality is similar to the analysis of fertility. The overall levels are

demonstrated and discussed followed by a discussion of the trends experienced by various age

groups.

LEVELS

The overall level of mortality is summarized by life tables calculated over the period 1957 to
1995, Table 44 for males and Table 45 for fernales. Figure 75 plots the life table probability of
dying .q. from the life tables, and Figure 76 plots the life table survivors L. The life tables
appear reasonable, the age-pattern of the risk death has the normal shape, and overall level of
mortality is modest. Noteworthy features of the tables are the relatively high infant and child
mortality, the slight bulge in mortality between ages 35 and 49, and the stochastic nature of the
figures at older ages. The stochasticity at older ages is simply the result of relatively few death
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events at those ages in the data set. It is not the aim of this section to produce an exhaustive
comparison of these morrality patterns with other existing patterns; for that please refer to Part
l. Here we are primarily interested in the age-specific trends that may provide some indication

of when and to what extent the HIV/AIDS epidemic may have affected the population.

All of the life tables presented in this section are calculated in the following way. The annual
hazard of death for an individual of a given sex and age living during a defined period is

obrtained by estimating a dummy variable logistic regression model with the following form:

ln( pa; ,5) ]=
1= pa,,s)

Bos +
Blal +.“+Bnan
B'+l”l:+'..+le”II+‘.

Where p is the probability of experiencing death, « is a set of dummy variables for age, ¢ is 2 dummy variable for sex, and
&5 is a set of interactions between age and sex. The model is estimated on samples of the Person-Year Data Set defined
dong time and age. Because the unit of analysis is a person-year, the resulting probabilities are annual hazards of
experiencing a death. This model allows for statistical tests of the influence of sex as a whole and the independent
influence of sex at each age. The age dummics and the main sex effect are always highly significant. The interaction
effects are highly significant as a group but nct necessarily significant as individual effects.

Equation 16: Specification for the Hazard Model of Mormality

The annual hazards of experiencing a death are assumed to correspond to the life table
probabilities of death. The annual hazards are aggregated to produce the life table probabilities
of death ,q, over the standard five-year, and in some cases ten-year, age groups. The
remainder of the life table is constructed in the usual fashion as described by Preston et al.
(Preston, Heuveline, and Guillot 2001). Because life tables are somewhat sensitive to the

choice of ,a, for the first age interval 0 to 1, this value must be chosen with care. The values
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used are those suggested by Coale and Demeny (Coale and Demeny 1966), 0.33 for males and
0.35 for females. Finally, the life tables must be closed in a ratonal fashion. This involves
choosing a reasonable value for the expectation of life of those who live to the oldest age
reported in the data. This is accomplished by fitting the Himes, Preston, Condran (Himes,
Preston, and Condran 1994) standard survival curve for older ages to the life table for ages 45
and older”. The predicted values of the survival curve for ages older than the oldest recorded
age in the dara are then used to extrapolate the life table survival curve beyond the oldest age
reported in the data up through age 100. Using these extrapolated values it is possible to
calculate the expectation of life for those who survive to the oldest age reported in the data
assuming that they face age-specific risks of death that are similar to old people living in
populations with their approximate level and slope of mortality for ages 45 and older’. When

the life tables are presented the cells with extrapolated values are shaded.

W The usual approach is to assume that L. is the rato of Ix to wm, which makes the implicit assumpton that cither .M, or .2,
is known. The event history approach does not provide either thus necessitating another approach.

1 To accomplish the fit, the Brass logit of both the life table and the old age standard survival curves is calculated for ages 45
and older. An OLS regression of the logit of the life mble survival values against the logit of the standard survival values is
performed to estimate the & and [} parameters of the Brass logit relational model of mortality. Using the linear relationship
defined by this regression and the constant and slope coefBicients that it produces, the logits of the standard survival curve are
transformed into the values that as a group most dosely match the logits of the life table survival values. The inverse logits of
these values for ages older than the oldest age reported in the dam are used to finish the life table. The resulting expectation of
life ar the oldest age reported in the data is used as the expectation of life for those who survive to the oldest age reported in
the data.
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TABLE 44: MALE LIFE TABLE 1957-1995

‘\gc I aQe ode T ola T, [
0 100,000 0.119380 11,938 0.129759 92,002 4,809,905 18.10
14 88,062 0.119393 10,514 0.031743 331,220 4,717,904 53.57
39 77,548 0.036785 2853 0.007495 380,608 4,386,684 56.57
10-14 74,695 0.016340 1,235 0.003336 370,388 4,006,075 53.63
15-19 73,460 0.010530 774 0.002117 365,366 3,635,687 49.49
20-24 72,686 0.011832 860 0.002380 361,282 3270321 +H.99
25-29 71.826 0.023005 1.652 0.0046355 355,00t 2,909,040 40.50
30-34 70,174 0.037705 2,646 0.007686 344,255 2,554,039 36.40
33-39 67,528 0.054139 3,636 0.011129 328,501 2209.784 27
4044 63,872 0.052541 3336 0.010792 31097 1,881,283 29.45
45-49 60516 0.043619 2,640 0.008918 295982 1,570,312 25.95
50-34 37,877 0.085139 4,929 0.017789 277,062 1274330 202
35-39 52948 0.087810 4.649 0.018368 253,116 997,268 18.83
60-64 48,299 0.166817 8,057 0.036399 21351 74,152 15.41
65-69 40242 0.13714t 5519 0.029447 187,411 522,801 1299
70-74 34723 0.242933 8,435 0.055304 152,526 335,390 9.66
75.79 26,287 0.438311 11,522 0.112266 102,632 182,864 6.96
80-84 14,765 0.558961 8253 0.155155 53,194 80,232 543
85-89 6,512 0.714745 4,655 0222444 20924 27,038 415
90-94 1,858 0.852047 1,583 0.296893 5331 6,114 3.29
95-99 275 0.930470 256 0.347992 735 783 285
100+ 19 1.000000 19 0.400000 48 48 250

Shaded area contains exmapolared values

TABLE 45: FEMALE LIFE TABLE 1957-1995

Age L o ods alll ala T, e

0 100,000 0.103592 10,359 0.111071 93,267 5,163,944 51.65

1-4 89,64t 0.114698 10,282 0.030419 338,000 5,071,677 56.58
59 79,359 0.033999 2,698 0.006917 390,051 4,733,677 39.65
10-14 76,661 0.014270 1,094 0.002875 380,570 4,343,627 56.66
15-19 75,567 0.010147 767 0.002040 375,919 3,963,056 5244
20-24 74,800 0.017334 1,297 0.003497 370,760 3,587,138 47.96
25.29 73,504 0.020453 1,503 0.004133 363.760 3216378 43.76
30-34 72,000 0.029760 2,143 0.006042 354,645 2852617 39.62
35-39 69,858 0.023808 1,663 0.004819 345,130 2497972 35.76
40+ 68,194 0.037743 2,574 0.007694 334,538 2,152,842 31.57
4549 65,621 0.028145 1,847 9.005709 323,486 1.818 304 nn
30-34 63,774 0.060809 3878 0.012543 309,174 1,494.818 234
55-39 59,896 0.052174 3,125 0.010714 291,666 1,185,645 19.80
60-64 56,771 0.074202 4212 0.015412 273,322 893,979 15.75
65-69 52,558 0.180129 9,467 0.039592 239,123 620,656 11.81
70-74 43,091 0.293640 12,653 0.068834 183,822 381,533 8.85
75-7 30,438 0.441591 13,441 0.113344 118,586 197,711 6.50
80-84 16,997 0.645810 10,977 0.190759 57,542 79,125 4.66
85-89 6,020 0.801010 482 0267228 18,045 21,583 3.59
90-94 1,198 0.912238 1,093 0.335455 3258 3,538 295
95-99 105 0.966665 102 0374192 2712 280 267
100+ ' 4 1.000000 4 0.400000 9 9 250

Shaded area contains extrapolated values
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Life Table Probability of Dying .q, 1957-1995
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Figure 75: Life Table Probability of Dying 1957-1995
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TRENDS

Mortality conditions improved steadily from 1957 until 1972 after which conditions remained

constant for about twelve years untl 1986. After 1986 overall mortality definitely began to

deteriorate.
TABLE 46: LIFE EXPECTANCY AT BIRTH
Female Male
Period Measured Predicted Difference Measured Predicted Difference
57-61 37.95 37.56 039 37.82 39.62 -1.79
62-66 44.61 45.30 -0.69 47.83 45.14 268
67-71 47.26 49.82 -236 47.84 48.38 0.54
72.76 58.90 33.04 5.86 53.84 50.67 3.16
7781 52.52 55,33 -3.01 48.94 5245 -3.51
32-86 58.84 57.56 1.28 51.74 53.91 2217
87-91 54.90 59.28 -439 47.19 55.14 -7.95
92295 50.66 60.77 -10.11 46.20 56.20 -10.00
r Trend in Life Expectancy at Birth 1957-1995 l
625
60.0
375
35.0
525
7 500
8
2475
45.0
425
00
375
350 r -
57-61 6266 6771 *2-76 781 8286 8791 9295
Period (19XX)
* @ = Fermile =@ \ale = ¢ = Female Trend Male Trend

Figure 77: Trend in Life Expectancy at Birth
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The trend in overall mortality is examined by calculating sex-specific life tables for five-year
periods from 1957 to 1995, Table 48 and Table 49. Table 46 and Figure 77 summarize the

trend in the expectation of life at birth, and Table 47 summarizes the age-specific trends in the

life table probability of dying, .q..

The decrease in the expectation of life at birth berween 1982 and 1995 is substantal. If
mortality had continued to improve at the same rate after 1982 as it had before 1982 it is clear
that the expecration of life in 1995 would be far greater than what was actually measured. The
question is by how much? To answer that, the trend in the expectation of life at birth is fit
with an exponential curve between 1957 and 1981, and the trend embodied in the fit is
extrapolated until 1995. The predicted expectation of life at birth calculated in this fashion is
compared to the acrual expectation of life at birth to estimate the number of years of life

expectancy lost since 1982, Table 46. Both males and females have lost roughly sen years of life

expectancy!

Having established that overall mortality has worsened considerably since 1982, we now turn
to an examination of the trend in mortality at different ages. The objective is to determine
whether or not the deterioration is concentrated at certain ages, or whether it has occurred in a
uniform tashion ac all ages. In the absence of cause-specific mortality figures, the clear
elucidation of a specific cause responsible for these changes is not possible. However, the age
pattern of the changes may provide some circumstandal clues. Most notably, if HIV/AIDS
has played a major role, we should be able to see substantial impacts for age groups typically

affected by HIV /AIDS: infants and young children and young to middle-aged adults.
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TABLE 47: LIFE TABLE PROBABILITY OF DYING ,q BY AGE AND PERIOD

Period
Age 57-61 62-66 67-71 72.76 77-81 82-86 87-91 92-95
Female
0 0.212433 0.117460 0.105714 0.104253 0.103-H8 0.082616 0.092426 0.094527
14 0.165041 0.175663 0.144201 0.114162 0.120479 0.064985 0.104934 0.112207
5-9 0030393 0051010 0.064398 0.045516 0.034679 0.030745 0.025750 0.015709
10-19 0.049556 0.048938 0.022632 0.027630 0.028634 0.012866 0.015488 0.028120
20-29 0.051534 0.030346 0.033924 0.014837 0.039621 0.017071 0.033386 0.065937
30-39 0.110991 0.029540 0.012338 0.009611 0.049617 0.058249 0.046557 0.095190
$0-49 0.13522¢ 0.087279 0.019065 0.043066 0.035269 0.039443 0.098176 0.100819
50-59 0.119610 0.059684 0.171219 0.090707 0.077932 0.059684 0.131613 0.154508
60-69 0.346620 0.454606 0.459672 0.062285 0.232999 0.229505 0.129677 0.163874
70-79 0.734765 0.820026 0.871826 0.269736 0.564795 0.542514 0.463201 0.545310
Male
0 0203320 0.129693 0.134518 0.0969%07 0.093686 0.120861 0.119593 0.108865
-4 0.189474 0.167304 0.136074 0.072266 0.113645 0.125303 0.095736 0.126976
39 0.063004 0071959 0.065501 0.039058 0.033588 0.029584 0.026689 0.023341
10-19 0.044143 0011267 0.024027 0017316 0.037302 0.015386 0.029901 0.037531
20-29 0.000000 0.000000 0.034699 0.036626 0.041516 0.025437 0.038815 0.042653
30-39 0.124363 0.017809 0.045412 0.040617 0.050571 0.057763 0.107929 0.16816t
40-49 0.228759 0.035145 0.026349 0.096851 0.699842 0.039083 0.111723 0.134615
50-59 0.181275 0.152354 0216913 0.067770 0.172587 0.107035 0210612 0.192833
60-69 0.179651 0.291682 0.178058 0351419 0373697 0.266880 0.365818 0.195121
70-79 0.499537 0614093 0.547631 0.613612 0.713939 0.540319 0.729374 0.534338
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TABLE 48: MALE LIFE TABLES IN FIVE-YEAR PERIODS

Age kL nGu ods Al ala T. e
1957-1961
n 100,000 0.203320 20,332 0.235385 86,378 3,782,167 37.82
14 79.668 0.189474 15,095 0.052326 288,482 3,695,789 46.39
5-9 64,373 0.063004 4,068 0.013011 312,694 3,407,307 5277
10-19 60,505 0.044143 2671 0.004514 591,692 3,094,613 51.15
20.29 57.834 0.000000 1] 0.000000 578,338 2502921 43.28
30-39 57,834 0.124363 7,192 0.013261 542,376 1,924,583 33.28
40-49 30,641 0.228759 11,585 0.025830 +48,490 1,382,207 7.9
-39 39,057 0.181275 7,080 0.019934 355,167 9233.117 2391
60-6Y 397 0.179651 3,745 0.019738 291,044 578,530 18.09
T0-79 26,232 0.499537 13,104 0.06658+ 196,801 287,506 10.96
80-89 13,128 0.81319¢ 10,676 0.137039 77,903 90,705 69
90-99 2452 0.977971 2398 0.191378 12532 12,802 522
100+ 54 1.000000 54 0.200000 270 270 5.00
1962-1966
0 100,000 0.129693 12,969 0.142035 91,311 4,782,560 47.83
1-4 7,031 0.167304 14,561 0.0456-44 319,002 4,691,249 53.90
39 72470 0.071959 5215 0.014929 349,313 4372248 60.33
10-19 67,255 0.011267 758 0.001133 668,764 4,022.934 59.82
20-29 66,497 0.000000 0 0.000000 664,975 3354170 3044
30-39 66,497 0.017809 1,184 0.001797 659,054 2,689,196 40.44
4049 65313 0.035145 2295 0.003277 641,655 2.030,142 31.08
30-39 63,018 0.152354 9,601 0.016492 582,173 1,388,487 103
60-69 33417 0.291682 15,581 0.034148 456,264 806314 15.09
0-79 7,836 0.614093 23235 0.088620 262,186 350,050 9.25
80-89 14,601 0.898909 13,125 0.163276 80,386 87,864 6.02
90-99 1,476 0.993395 1,466 0.197375 7,429 7478 5.07
100+ 10 §.000000 10 0200000 49 49 500
1967-1971
0 100,000 0.134518 13452 0.147842 90,987 4,783,865 47.84
14 86,548 0.136074 1,777 0.036502 322639 4,692,877 5422
59 4771 0.065501 4,898 0.013544 361,612 4370238 38.45
10-19 69874 0.024027 1,679 0.002432 690,342 4,008,626 57.37
20-29 68,195 0.034699 2366 0.003531 670,116 3,318,284 48.66
30-39 65,828 0.045412 2989 0.0046:47 643,338 2,648,168 40.23
40-49 62,839 0.026349 1,656 0.002670 620,112 2,004,830 31.90
50-39 61,183 0.216913 13271 0.024330 345,476 1,384,718 263
60-69 47912 0.178058 8531 0.019546 436,463 839243 17.52
T0-79 39381 0.54763t 21,566 0.075412 285,977 402,779 10.23
80-89 17,815 0.846624 15,082 0.146808 102,735 116,802 6.56
90-99 2732 T O98SISUT T 289X T O . 13865 T T T 4067 T T 515
100+ 41 1.000000 41 0.200000 203 203 5.00

Shaded areas conmins extrapolated values
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TABLE 48 CONTINUED: MALE LIFE TABLES IN FIVE-YEAR PERIODS

.\gt L aGx o T ala Te Cu
1972-1976
0 100,000 0.096907 9,691 0.103636 93,507 5,383,595 53.84
1-4 90,309 0.072266 6,526 0.018744 348,185 5,290,088 58.58
5-9 83,783 0.039058 3272 0.007967 410,734 4,941,903 58.98
10-19 80,511 0017316 1,394 0.001747 798,136 4,531,169 56.28
20-29 79,117 0.036626 2,898 0.003731 776,677 3,733,033 47.18
30-39 76,219 0.040617 3,096 0.004146 746,709 2956,357 38.79
449 73,123 0.096851 7,082 0.010178 695,820 2209647 or
50-59 66,041 0.067770 4476 0.007015 638,032 1.513,827 292
60-69 61,565 0.351419 21,635 0.042633 507,478 875,795 1423
70-79 39,930 0.613612 24,502 0.088520 276,793 368317 222
80-89 15,429 0.907299 13,998 0.166066 84,294 91,524 593
90-99 1,430 0.994467 1422 0.197799 719 -7230.. . - 506
100+ 8 1.000000 8 0.200000 40 40 5.00
1977-1981
0 100,000 0.093686 9,369 0.099961 93,723 4,894,348 48.94
-4 90,631 0.113645 10,300 0.030123 341,92 4,800,625 52.97
5-9 80,332 0.033588 2,698 0.006832 394912 4,458,699 55.50
10-19 77.633 0.037302 2,896 0.003801 761,854 4,063,787 52.35
20-29 74,737 0.041516 3,103 0.004240 731,861 3,301,933 44.18
30-39 71,635 0.050571 3,623 0.005188 698,233 2570072 35.88
4049 68,012 0.099842 6,790 0.010509 646,168 1,871,839 27.52
50-39 61,222 0.172587 10,566 0.018889 539,385 1,225,671 20.02
60-69 30,656 0.373697 18,930 0.045957 411,906 666,285 13.15
70-79 31,726 0.713939 22650 0.111027 204,006 254,380 8.02
80-89 9,075 0.945058 8,577 0.179168 47,871 50,374 5.55
90-99 499 0.997966 498 0.199188 2498 2,503 5.02
100+ ] 1000000 L 0.200000 5 5 5.00
1982-1986
0 100,000 0.120861 12,086 0.131510 91,902 5,173,865 51.74
14 87914 0.125303 11,016 0.033419 329.624 5081962 57.81
59 76,898 0.029584 2275 0.006006 378.803 4,752,338 61.80
10-19 74,623 0.015386 1,148 0.001551 740,491 4.373,535 58.61
20-29 73475 0.025437 1,869 0002576 725405 3,633,045 49.45
30-39 71,606 0.057763 4,136 0.005948 695,379 2907,640 40.61
4049 67470 0.039083 2637 0.003986 661,513 2212261 3279
30-39 64833 0.107035 6,939 0.011309 613,632 1,550,748 2392
60-69 57.893 0.266880 15,451 0.030798 501,681 937,116 16.19
70-7 2443 0.540319 2933 0.074032 309,765 435435 10.26
80-89 19,510 0.857655 16,733 0.150157 111,437 125,670 644
90-99 IT7T T 098TSOY T Z7AZ OIYs06Z 14,059 14233 5.12
100+ 35 1.000000 35 0.200000 174 174 5.00

Shaded areas contains extrapolated values
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TABLE 48 CONTINUED: MALE LIFE TABLES IN FIVE-YEAR PERIODS

.‘\ge ls Gy ol ol ol T, Cx
1987-1991
0 100,000 0.119593 11,959 0.130010 91,987 4,718,798 47.19
14 88,041 0.095736 8,429 0.025137 335,305 4,626,810 5255
59 79612 0.026689 2125 0.005410 392,748 4.291,305 3391
10-19 A8T 0.029901 2517 0.003035 763,288 3,898,757 5031
20-29 75,170 0.038815 2918 0.003958 737,115 3,135,469 4171
30-39 72253 0.107929 7.798 0.011409 683,535 2398354 33.19
4049 64,454 0.111723 7201 0.011833 608,539 1714819 26.61
50-59 57253 0.210612 12,058 0.023540 512242 1,106,280 19.32
60-69 45,195 0.363818 16,533 0.0:4771 369,285 594,037 13.14
707 28,662 0.729374 20,905 0.114805 182,093 224,752 7.84
80-89 7,157 0.950111 7370 0.180993 40,718 42,659 550
90-99 87 0.998353 o386 . .. 0199342 1,938 - 1941 502
100+ 1 1.000000 t 0.200000 3 3 5.00
1992-1995

0 100,000 0.108865 10,886 0.117430 92,706 4,619,973 46.20
1 89.114 0.126976 11315 0.033896 33383 4527267 50.80
59 77.798 0.023341 1,816 0.004723 384,451 4193444 33.90
10-19 75982 0.037531 2,852 0.003825 743565 3,808,993 50.13
20-29 73,131 0.042653 3119 0.004338 715,710 3,063,428 41.89
30-39 70,011 0.168161 11,773 0.018360 641,248 2347718 3353
4049 58,238 0.134615 7840 0.014433 543,183 1,706,471 29.30
50-59 30,398 0.192833 9,718 0021341 453,392 1,163,288 23.08
60-69 40,680 0.195121 7937 0.021621 367,112 707.8% 17.40
70-79 32742 0.534338 17,496 0.072914 239,947 340,784 1041
80-89 15247 0.841147 12825 0.145169 88,345 100,837 6.61
920-99 242 0.984209 2,384 0.193782 12301 12,493 5.16
tou+ 38 100U 38 0.200000 1 191 5.00

Shaded areas contains extrapolated values
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TABLE 49: FEMALE LIFE TABLES IN FIVE-YEAR PERIODS

;‘\ge I aCh e allhy ala T. [
1957-1961
0 100,000 0212435 21,24 0246468 86,192 3,794,964 3795
14 78,736 0.165041 12,998 0.044971 289.030 3,708,773 47.09
59 65,758 0.050393 3314 0.010339 320,508 3,419,743 5200
10-19 62,445 0.049556 3,095 0.005082 608,974 3,099,235 49.63
20-29 59350 0.051534 3,059 0.005290 578,209 2,490,261 41.96
30-39 56,292 0.110991 6,248 0.011751 331,676 1,912,053 33.97
40-49 50,044 0.135221 6,767 0.014503 466,602 1,380,377 27.58
-39 43277 0.119610 5176 0012722 406,886 913,775 11
60-69 38,100 0.346620 13.206 0.041929 314972 506,889 13.30
70-79 24894 0.734765 18291 0116147 157,484 191916 .71
80-89 6,603 0.97852t 6,461 0.191589 33,73 34,432 521
90-99 142 0.999816 142 - 0.199927 709 709 5.00
100+ 0 1.000000 0 0.200000 0 0 5.00
1962-1966
0 100,000 0.117460 11,746 0.127170 92,365 4,461,227 +.61
14 88254 0.175663 15,503 0.048144 322010 4368.862 49.50
3-9 72,751 0051010 371 0.010:469 34477 4,046,852 55.63
10-19 69,040 0.048938 3379 0.005017 673,507 3,692,375 53.48
20-29 65,661 0.030346 1,993 0.003081 646,650 3,018,868 4598
30-39 63,669 0.029540 1,881 0.002998 627284 2372218 37.26
$0-49 61,788 0.087279 5393 0.009126 390,916 1,74.934 2824
30-39 56,395 0.059684 3,366 0.006152 347,123 1,154,018 2046
60-69 53.029 0.454606 24,107 0.058834 409,756 606,895 1144
70-79 28922 0.820026 23717 0.138991 170,635 197,139 6.82
80-89 5205 0.990825 5157 0.196363 26,265 26,504 5.09
90-99 48 0.999958 48 0.199983 239 239 5.00
Lo+ v 100000 v V.200000 [ ] 00
1967-1971
0 100,000 0.105714 10,571 0.113514 93,129 4,726,136 47.26
14 89,429 0.144201 12,896 0.038851 331,923 4,633,028 51.81
5-9 76,533 0.06-4398 4,929 0.013308 370343 4,301,105 56.20
10-19 71,604 0.022632 1,621 0.002289 707,941 3,930,762 54.90
20-29 69,984 0.033924 2374 0.003-451 687,967 3,222,821 46.05
30-39 67,610 0.012338 834 0.001241 671,926 2,534,854 3749
40-49 66,776 0.019065 1273 0.001925 661,390 1,862,928 27.90
50-39 65,502 0.171219 11,215 0.018725 598,948 1,201,538 1834
60-69 54,287 0.439672 24954 0.059685 418,100 602,591 11.10
70-79 29333 0.871826 25,573 0.154555 165,463 184,491 6.29
80-89 3,760 0.993903 3,737 0.197576 18,913 19,028 5.06
90-99 ’ ‘3 7 0999976 3 0.199990 15 15 500
100+ 0 1.000000 0 0.200000 0 0 5.00

Shaded areas contains extrapolated values
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TABLE 49 CONTINUED: FEMALE LIFE TABLES IN FIVE-YEAR PERIODS

Age 1. aGr s oM ala T,
1972-1976
0 100,000 0.104255 10,426 0.111834 93,223 5,889,991 58.90
1-4 89,574 0.114162 10,26 0.030268 337,846 5,796,768 6471
3-9 79,348 0.045516 3,612 0.009315 387,713 5458922 68.80
10-19 75737 nN27630 2093 0.002802 746,905 5071200 66.96
20-29 73,644 0.014837 1,093 0.001495 730979 4324303 58.72
30-39 72552 0.009611 697 0.000966 722029 3,593325 49.53
40-49 71,854 0.043066 3,094 0.00-401 703,070 2871295 39.96
30-39 68,7 0.090707 6,237 0.009502 656,413 2168225 31.53
60-69 62,523 0.062285 3,894 0.006-429 605,757 1,511,812 24.18
70-79 38,629 0.269736 15814 0.031179 507214 906,056 1545
80-89 42,814 0.601886 25,769 0.086100 299,297 398,841 9.32
90-99 17,045 0.915990 15,613 ~ 0.169000 92,385 99,544 584
100+ 1,432 1.000000 1,432 0.200000 7,160 7,160 5.00
1977-1981
0 100,000 0.103448 10,345 0.110906 93276 3251,824 5252
1-4 89.655 1).120479 10,802 0.032030 337,018 5,158,549 57.54
59 78,85+ 0.034679 2735 0.007058 387,432 4,821,531 61.15
10-19 76,119 0.028634 2,180 0.002905 750,293 4,434,099 58.25
20-29 73,939 0.039621 2930 0.004042 724,747 3,683,807 49.82
30-39 71,010 0.049617 3523 0.005088 692,482 2,959,060 41.67
4049 67,487 0.035269 2380 0.003590 662,965 2.266,578 33.59
30.39 65,106 0.077932 5074 0.008109 625,694 1,603,613 24.63
60-69 60,032 0.232999 13,988 0.026372 530,387 977919 1629
<0-79 46,045 0.564795 26,006 0.078706 330,420 +7,532 9.72
80-89 20,039 0915913 18,354 0.168974 108,620 117,112 5.84
90-99 1,685 0.996072 1,678 0.198435 8458 8491 504
100+ 7 1.000000 7 0.200000 33 33 5.00
1982-1986
0 100,000 0.082616 8262 0.08730+4 Y4,630 5,884,491 58.84
14 91,738 0.064985 5962 0.016792 355,030 5,789,861 63.11
39 85777 0.030745 2637 0.006245 422291 5,434,831 63.36
10-19 83,139 0.01.2866 1,070 0.001295 826,047 501254t 60.29
20-29 82,070 0.017071 1,401 0.001722 813,693 4,186,494 51.01
30-39 80,669 0.058249 4,699 0.006000 783,193 3372801 41.81
40-49 73970 0.039443 2996 0.00:4024 744,716 2,589,608 3409
30-39 72973 0.05968+4 4355 0.006152 707,957 1,844,891 2528
60-69 68,618 0.229505 15,748 0.025926 607,440 1,136,934 16.57
70-79 52,870 0.342514 28,683 0.074445 385,285 529,494 10.02
80-89 24,187 0.904290 21872 0.165060 132,511 144,209 5.96
9099 2315 0.9M676———-2303————— :197882— 11636 - —— the98 — 505
100+ 12 1.000000 12 0.200000 62 62 5.00

Shaded areas contains extrapolated values
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TABLE 49 CONTINUED: FEMALE LIFE TABLES IN FIVE-YEAR PERIODS

Age 1. aGr ode alll ale T. e
1987-1991

0 100,000 0.092426 9243 0.098334 93,992 5,489,643 3490

14 920,737 0.10493+4 9524 0.027686 343,982 5,393,630 39.45
5-9 81,234 0025750 2,092 0.005217 400,940 5,051,668 62.19
10-19 79142 0.013488 1,226 0.001561 785,292 4.630,728 58.76
20-29 77916 0.033386 2,601 0.003395 766,157 3,865,435 49.61
30-39 75315 0.0463557 3,506 0.004767 735,619 3,099,278 41135
+0-49 71.809 0.098176 7030 0010324 682,837 2,363,660 3292
30-59 64739 0.131613 8523 0014088 604,972 1,680,823 25.96
60-69 56,236 0.129677 7292 0.013867 525,894 1,075,851 19.13
70-79 48,943 0.463201 2671 0.060281 376,079 549,956 11.24
80-89 26,273 0.840336 2078 0.144928 152,337 173,877 6.62
90-99 4,195 0.986502 4,138 0.194673 21,257 21,540 513
100+ 57 1.000000 57 0.200000 283 283 5.00

1992-1995

0 100,000 0.094527 9.433 0.100716 93,856 5,063,874 30.66
14 90,547 0.112207 10,160 0029719 341,869 4972018 91
5-9 80,387 0.015709 1,263 0.003167 398,779 4,630,149 57.60
10-19 79.124 0.028120 2225 0002852 780,119 4.231,370 53.48
20-29 76.899 0.063937 5,070 0.006818 743,642 3451251 44.88
30-39 71,829 0.095190 6,837 0.009995 684,102 2,707,609 37.70
4049 64,992 0.100819 6,552 0010617 617,153 2,023,507 313
30-39 58439 0.154508 9,029 001674 539,245 1,406,354 2407
60-69 49,410 0.163874 8,097 0.017850 453,613 867,109 17.55
70-79 41313 0.545310 22528 0.074973 300,487 413,495 1001
80-89 18,785 0.898942 16,886 0.163287 103,414 113,008 6.02
90-99 1,898 0.994596 1,888 0.197850 9,543 9,594 5.05
160+ io L0000 tv V200000 51 51 5.00

Shaded areas contains extrapolated values
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Age-specific trends in mortality are examined using two different techniques. First, the age-
specific time series of life table probabilities of dying .q, are collected together from Table 48
and Table 49 and displayed in Table 47. Second, the event history approach used to examine
trends in fertlity is applied to the mortality data. Within each age-group the probability of

death is modeled as a function of sex and time period according the following specification:

h{ p,.5) )=
1-p(¢, ,5)
Bos+
B,z +:-+B4,
Boty s+ 4P b5 +e

Where p is the probability of experencing a death, s is a dummy variable for sex, 4 is a set of dummy variables for dme
period, and 4 1s a set of interacions between dme and sex. This model is estimated on the Person-Year Data Set for
person-years lived over specified age ranges. With this specification it is possible to test the null hypothesis that
consecutive peniod coeffidents are equal. A\ small P-value generated by that test indicates that it is unlikely that the
change observed berween the consecutive periods in question is the result of 2 random process

Equaton 17: Specificaton for Age-Specific Hazard Model of Morrality

Table 50 contains estimates of the annual hazards of death by period for each five-year age-
group along with the odds ratios comparing each period to the most recent 1992 to 1995
period and the P-values produced testing the null hypothesis that each pair of consecutive
period effects is the same. Figure 78 through Figure 87 display the age-specific trends in the

annual hazard of death.

The annual hazard of death for infants and children aged one to four improved steadily during
the early periods from 1957 through the 1970s and then remained constant with no consistent

substantial movement up or down. After a brief deterioration during 1962 to 1966, the hazard
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of death for children five to nine has improved steadily right through the most recent period

1992 to 1995. The low hazard of death for ten to nineteen year old children has remained low

and roughly constant throughout the period of observation.

The 20 to 29 age group is the youngest to manifest the mortality reversal noted above. The
annual hazard of death has been consistently low for young adults in their twendes, but the
beginning of an upward trend is evident during the most recent to periods between 1987 and
1995. This change is statistically significant for females (at the 7% level) and very mildly

significant (at the 30% level) for males berween the 1987 to 1991 and the 1992 to 1995

periods.

A similar situation is observed for adults aged 30 to 39. After a dramatic improvement
immediately following relocaton of the population, the annual hazard of death remained
relatively constant until the most recent two periods when it increased dramatically for both
sexes. Both the improvement after relocation and the most recent increase are stadstically
significant for females (at the 9% and 8% levels respectively) while none of the changes for
males are statistically significant from one period to the next. Changes in the 40 to 49 age
group mirror those in the 30 to 39 age group with initial improvement followed by a long
plateau and a recent deterioration. None of the changes in this age group are highly
statistically significant from one period to the next. At ages older than 49, no real trends are

evident, and there appears to have been little meaningful change over time measured at older

ages.
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TABLE 50: TREND IN ANNUAL HAZARD OF DEATH BY AGE

Age0 Ages 14
Annual Hazard OR P-Value Annual Hazard OR P-Value
Period 1 Female  Male Female Male Female  Male Female  Male  Female Male Fermale  Male
5761 1 02124 02033 258 244 0.0043 06232 001 00512 1.53 179  0.7900 05578
62-66 2 0.1175 01297 1.27 143 06307 06325 00471  0.0847 1.64 155 03338 09783
67-71 3 01057 01345 L13 149 09462 02577 0.0382 0.0359 1.31 123 02512 02040
276 4 01043 0.0969 L 103 09664 09238 00299 0.0186 1.02 063 0.7787 0.1815
778l 3 0.103+  0.0937 L1 099 02281 0.0625 00316  0.0297 1.08 1.0t 0.0035 0.0106
82.86 6 0.0826  0.1209 0.86 132 05283 05985 00167 0.0329 0.56 .13 0.0203 0.0055
8791 7 0.0924  0.1196 0.98 130 08940 06010 00273 00248 093 084 0.6880 03610
9295 8 0.0945  0.1089 1.00 1.17 -X- -X- 00293 0.0334 1.00 1.14 -X- -X-
Ages 59 Ages 10-19

57-61 0.0103 00129 3.28 413 09830 08715 0.0051  0.0045 1.78 1.58 09847 03052
62-66 2 0.0t04  0.0148 332 474 06085 05877 0.0050 0.0011 1.76 040 02825 0.2569
6771 3 00132 00135 423 430 03726 07616 00023 00024 080 085 0.7820 0.6265
7276 4 0.0093  0.0079 295 252 04966 08303 0.0028 0.0017 0.98 06t 09507 0.4033
7781 5 0.0070 00068 223 216 0.7398 09908 0.0029 0.0038 1.02 133 0.1973 09156
828 6 0.0062  0.0060 1.98 190 06532 08963 00013  0.0015 0.45 054 07723 0.5641
8791 7 0.0052  0.0054 1.65 LY 02940 05700 0.0016 0.0030 0.55 1.06 02430 05760
9295 3 0.0032  0.0047 1.00 1.49 -X- -X- 0.0028 0.0038 1.00 134 -X- -X-

Ages 20-29 Ages 30-39
57-61 1 0.0053  -NA- 078  -NA- 04791 -NA- 00117  0.0132 1.18 133 0.0939 0.6430
62-66 2 0.0031 -NA- 045  -NA- 08821 -NA- 0.0030 0.0018 0.30 0.18 04715 02763
67-71 3 0.0034 00035 0.51 052 03339 0.4400 00012 0.0046 0.12 046 08590 09332
7276 4 00015  0.0037 022 055 02145 03997 00010 0.0041 0.10 041 01237 02703
7815 00040 00042 059 062 0.1733  0.6836 00051  0.0052 0.5t 052 07601 09718
8286 o6 00017  0.0026 0.25 038 02510 07571 0.0060  0.0059 0.60 059 06453 0.1890
a3t 7 3003+  0.00+0 3.50 058 0.0746  030S0 3.0048 GOt 048 1.1+ 0.0840 00210
92.95 8 0.0068  0.0043 1.00 0.6+ -X- -X- 00100 00182 1.00 1.85 -X- -X-

Ages 4049 Ages 50-59
57-61 1 0014 00256 1.37 2 0.5697  0.2660 00127 0.0198 0.76 .19 05523 07350
62-66 2 00091  0.0036 0.86 034 01773 04883 0.0061 0.0164 0.36 098 03177 06051
6771 3 00019  0.0027 0.18 025 04737 07454 00186 0.0242 1.12 146 03729 06160
7276 4 0.0044 00101 0.41 096 08030 08115 00095 0.0070 0.56 042 08354 02977
-8l 5 0.0036  0.0105 0.34 099 08814 02918 0.0081 00188 0.48 113 06958 0.7896
32-86 6 0.0040 00040 0.38 037 0.1061  0.8671 00061 00113 0.36 067 0.1549 09053
8791 7 0.0103 00118 0.97 L12 09490 07770 00140 00234 084 14t 06780 0.6390
9295 8 00106 00144 1.00 136 -X- -X- 0.0166 00212 1.00 1.28 -X- -X-

Ages 60-69 Ages 70-79
5761 1 0.0417  0.0196 24 1L.11 06077 08890 0.1034  0.0870 252 208  -NA- -NA-
62-66 2 0.0588  0.0339 346 194 09765 0.6078 00438 00420 -NA- -NA- -NA-  -NA-
6771 3 00597 0019 3352 .10 0032 0.0234 0.0000 0.0233 0.00 052 0.0000 0.0000
276 4 0.0064 00424 036 245 01948 02793 00122  0.0952 0.27 230 0.0323 0.013t
778t 5 0.0262  0.0457 1.49 265 09765  0.6138 0.1058  0.0317 259 072 .7509  0.7548
8286 6 0.0257  0.0306 1.46 175 02577  0.1639 0.0920 0.0375 221 085 07022 Q1617
8791 7 00138  0.0445 0.77 258 06390 0.1630 00761  0.0962 1.80 233 02860 0.6960
9295 8 00177 00215 1.00 122 -X- -X- 00438 0.0420 1.00 096 -X- -X-
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Annual Hazard of Death 1957-1995: Age 0
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Figure 78: Annual Hazard of Dcath 1957-1995 Age O
[ Annual Hazard of Death 1957-1995: Ages 1-4
60 r
50 .
\
ar*" Jeo .
40 <
g ) \' ... aieens . N /
wlk . -- _ - N o - ﬁ-v;_g_,-'_.__— e
“
19 s - — —
0 - v
37-61 62-66 67-T1 72.76 77-81 82-86 87-91 92.95
Period (19XX)
« + #- - -Female —®— \Male

Figure 79: Annual Hazard of Death 1957-1995 Ages 1-4
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Annual Hazard of Death 1957-1995: Age 5-9
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Figure 80: Annual Hazard of Death 1957-1995 Ages 5-9
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Figure 81: Annual Hazard of Death 1957-1995 Ages 10-19
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Annual Hazard of Death 1957-1995: Age 20-29

8
’ »
6 B
- a . .
3 - N
% n 2 ./._-—".
- . »
N R f'——_—/ - \ /
3 A B - e A .
2 / x
a
I
Lo/ |
57-61 62-66 67-1 72-76 77-81 82.86 8791 92.95
Period (19XX)
- - &+ - Female —&=— Male

Figure 82: Annual Hazard of Death 1957-1995 Ages 20-29

f Annual Hazard of Death 1957-1995: Age 30-39
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Figure 83: Annual Hazard of Death 1957-1995 Ages 30-39
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Annual Hazard of Death 1957-1995: Age 40-49
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Figure 84: .\nnual Hazard of Death 1957-1995 Ages 4049
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Figure 85: Annual Hazard of Death 1957-1995 Ages 50-39
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Annual Hazard of Death 1957-1995: Ages 60-69
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Figure 86: Annual Hazard of Death 1937-1995 Ages 60-69
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Figure 87: Annual Hazard of Death 1957-1995 Ages 70-79
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EVIDENCE OF HIV

The only evidence of HIV that these data can potentally reveal is a time-specific increase in
the probability of death occurring near the time that it is known that the AIDS epidemic began
to have an impact in Zambia. That time is the late 1980s to the early 1990s, and the impacts
we expect to find are substandally increased and growing risks of death to infants, young

children aged one to four, and middle-aged adults.

The results of the statistical tests for trends presented in the previous section are disappointing
in that they did not clearly reveal HIV-like changes in the risk of death. It is possible that the
data are broken down into cells so small that statsdcally significant changes could not be
measured. To address that potential problem another approach is adopted. The annual
hazard of death experienced during a defined age group is modeled as a polynomial function
ot a contnuous vanable coding calendar year — the so-cailed tractional polynomial model that
has already been used to examine the age pattern of fertlity above. The advantage of this
approach is that it estimates the magnitude and significance of the wend using all of the dara
for a given age group instead of breaking it down into smaller cells. The model is specified as

a binary logistic regression as follows:

[n(_MJ = Boa+ B|Y+"
1= p( year)

Where p is the probability of experiencing a death and yesr is a continuous variable representing calendar year. The &
and ¥ variables represent wransformations of the year vanable. STATA's faxpoly routine estimates the model with a wide
variety of transformations and chooses those that maximize the quality of the overall fit. The transformations chosen in
that fashion for each age group are listed below in Table 51.

Equadon 18: Specificadon for the Fractional Polynomial Hazard Model of Mortality Through Time
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TABLE 51: TRANSFORMATIONS SUBSTITUTED

FOR 0. AND B IN EQUATION 18: x=Z—
10
Male Female

Age Group 13 Y [3 Y
0 x—l x-o.s x-l xu:
14 N7 In(x) x x?
-4 x—l xO.S x—l x—i).S
235-29 x™ x’ x™ x’
30-34 x—l x-O.S x-l x().S
35-39 X2 ln(x) »2 305
3044 x—l x-O.S x-.’. x—OS
4549 x2 In(x) 2 In(x)

Predicted Trend in the Annual Hazaed of Death
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Figure 88: Predicted Trend in Annual Hazard of Death Ages 04
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Figure 89: Predicted Trend in Annual Hazard of Death Ages 20-29
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Figure 90: Predicted Trend in Annual Hazard of Death Ages 30-39
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Predicted Trend in the Annual Hazard of Death
Ages 40-49
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Figure 91: Predicted Trend in Annual Hazard of Death Ages 30-39

The model is estimated using STATA's Agistzc routine in conjunction with the fragod routine
applied to the Person-Year Data Set. The unit of analysis is a person-year which makes the
resulting predicted probabilities refer to the annual hazard of death as a function of year.

Table 52 contains the P-values corresponding to the coefficients on the transformed year

variables for all of the models estimated.
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TABLE 52: P-VALUES FOR THE YEAR EFFECTS RESULTING FROM
ESTIMATION OF EQUATION 18

Male Female
-\ge Group a Y a Y

) 0.001 0.001 0.001 0.001

14 0.001 0.001 0.047 0.051

5-9 0910 0.940 0.096 0.093
10-14 0.143 0.142 0.342 0.345
15-19 0338 0.336 0.704 0.706
20-24 0.203 0.203 0.074 0.073
25.29 0.997 0.982 0.068 0.068
30-34 0.048 0.047 0.004 0.004
35-39 0.015 0.014 0.200 0.197
4044 0.196 0.195 0.109 0.109
4519 0.038 0.038 0.055 0.056
50-54 0.462 0.460 0.110 0.107
55-39 0.069 0.069 0.793 0.791
60-64 0.538 0.539 0.248 0.258
65-69 0.303 0.300 0.866 0872
T0-74 0617 0.617 0.209 0212
75-79 -NA- -NA- 0.765 0.767

Bold = significant to highly significant
Irakc => ~ildly significant

So what does all this mean? The transformations of the year variable give the wend its shape,
and the coefficients on the tansformed year variable determine how much each
ransformation contributes to the final shape of the trend. The significance tests on those
coefficients test the null hypothesis that they are equal to zero and thus indicate how likely it is
that the value they take could have been the result of a random process. Because the
coefficients represent how much of each component shape is necessary to create the final
shape, if they are non-negligible in magnitude (all of them are) and statistically significant, we
can comfortably assume that the shape of the predicted curve represents something real — in

this case, the rend in the annual hazard of death in a given age group.

The P-values presented in Table 52 reveal a nice age-pattern. The trends fit for ages 0 to 4 and

generally for ages 20 through 49 are significant, meaning that a meaningful relatonship

196

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



between the annual hazard of death and time period exists. The significance of the time
period effects for other ages is negligible or not ar all significant. These findings indicate that
there probably are long-term trends in the annual hazard of death for ages 0 to 4 and 20 to 49,
while there are probably not any significant long term trends in the annual hazard of death at

other ages.

Having established real trends for ages 0 to 4 and 20 to 49, the next question is how exactly the
annual hazards have changed over time. Figure 88 through Figure 91 display the shape of the
rends in annual hazards for those ages. According to the predicted trends mortality
conditions improved for both infants and young children through the middle 1970s. After
that the risk cf death faced by young children remained constant while the risk of death faced
by infants began to increase during the late 1980s and early 1990s, exactly the time when the
ALDS epidemic began to grow in Zambia. This is what we expect as an HIV/AIDS begins to
have an effect. The ongoing downward trend in the risk of death is halted for young children

and actually reversed for infants.

The trend for young adults is only significant for females, and the shape indicates a substantial
reversal of what was a steep downward trend in the risk of death. The turnaround coincides
with the time when the AIDS epidemic began to grow in Zambia, and the magnitude is

impressive. This supports the finding elsewhere hat the age-pattern of HIV infection is

typically younger for fernales.

Both males and ferales exhibit significant and substantial trends at ages 30 to 39. In both

cases the risk of death has increased substantially from the mid 1980s onward. At the risk of
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becoming boring, it is worth noting again that this reversal coincides with the onset of the
AIDS epidemic in Zambia. At the beginning of the time period, there appears to have been a
dramatic improvement in mortality conditions for males 35 to 39 and females 30 to 34. This
supports Colson and Scudder's assertion that the forced relocation that occurred in 1957-58
was most stressful for middle-aged adults who bore the brunt of the emotional, physical and

financial responsibility of successfully moving their households.

The trends for both males and females aged 40 to 49 are similarly significant and important.
As with the 30 to 39 age group, there was an immediate improvement after relocation followed
by a long plateau and a deterioration beginning in the late 1980s when AIDS started to have an

effect.

Taken as a whole, these results firmly support the conclusion that there have been significant
and substantial increases in the risk of death in precisely the age groups that may be affected by
HIV/AIDS. Additonally, there have not been significant or substantial changes in other age
groups that are not typically affected by the disease. The conclusion is that HIV/AIDS may
have began to kill the Gwembe Tonga in significant number during the late 1980s and early

1990s.
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Part 3

A TWO-SEX STOCHASTIC MICROSIMULATION
OF A POPULATION WITH HIV

BACKGROUND

MODELS OF HUMAN POPULATION

Perhaps the simplest model of human population is the parsimonious two-parameter
exponential growth model that predicts the overall size of a population as a function of its
original size and its proportional growth rate. From there, models become quickly more
complex and elaborate. For example, Lotka’s (Lotka 1939) elegant formal description of a
stable population describes how population renewal and depletion processes work together to
determine the overall size and age-structure of the population and provides the basis for a
deeper understanding of fundamental population dynamics. Lotka’s model is specified with
respect to a one-sex population and draws insightful relationships between the age-specific rate
of reproduction, age-specific survival probabilities, and the growth rate of the population. It
does not attempt to describe the vital dynamics of another sex, the pairing processes that must
operate to bring the sexes together to reproduce, any of the biological processes that underpin
reproduction and survival or any other important processes affecting population dynamics.
However, by sacrificing that additional richness, Lotka’s model remains tractable and the

relationships he derives can be manipulated analytically to yield additional insights.
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More differentiated models thart take into account both sexes and attempt to model behavioral
and biological processes quickly become mathematcally intractable and only able to yield
numerical results. Some models of this type, such as Anderson and Garnett’s models of
populations with HIV (Garnett and Anderson 1994b; Garnetr and Anderson 1996b) are
specified at the population level by a set of differential equations. In most cases it is not
possible to formulare analytical solutions to these equations, and consequently numerical
techniques are used to investigate specific conditions. These usually proceed by specifying the
parameter set so that it broadly reflects the reality that one wants to investigate and then using
a powerful computer to numerically solve the differential equations or simulate the population
governed by those equations as it evolves through tme. Beyond not being able to “solve”
these systems or even manipulate them analytically to a large extent, the computational
complexity and power required to conduct the simulations is considerable, and finally and
most importantly, a large number of behavioral and biological aspects of the system that relate
directly to individuals cannot be modeled explicitly because the systems are defined relative to

the population as a whole.

This leads us to the last general category of population model — the individual-level, stochastic
model. These are specified with respect to individual people who are stepped through time
and exposed to the risk or experiencing various events during each time step. Whether or not
the events take place during a given tme step is determined by comparing each individual’s
probability of experiencing each event for which they are at risk to a random number; if the
random number is less than the probability of the event, the event takes place. The most

prominent and also perhaps the longest-lived example of this type of model is the SOCSIM

200

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



microsimulator developed by Eugene Hammel and Kenneth Wachter and supported by the
Demography Department at Berkeley (Wachter Accessed 2001). SOCSIM contains a full
demographic model of a closed population; meaning that marriage (male/female pairing),
reproduction (birth), death, and migration are all modeled well with numerous behavioral
influences taken into account. Itis “closed” in the sense that all partners must be drawn from
within the existing population and cannot come from outside (or to generated). SOCSIM has
been successfully used to examine a range of issues relating to household dynamics and the
evolution of kinship nerworks over time, see for example (Lin 1995; Wachter 1995; Wachter,

Knodel, and VanLandingham 2000).

Population models have been reviewed and critiqued by many, see (Coale and Trussell 1996;
Palloni and Glicklich 1991; Srikantan 1982). The various reviews identify two broad themes
along which models can be differentiated: 1) the substantive issues they are designed to
address, and 2) the methodology they employ. Stkantan (Srikantan 1982) identified four
categories of model: 1) structural equation models, 2) macro models, 3) micro models, and 4)
analytical models. This classification appears to be primarily based on the technique employed
by the model. Palloni and Glichlich (Palloni and Glicklich 1991) divide models into three
broad groups: 1) extrapolaton and curve fitting models, 2) back calculation models, 3)
biological and behavior models. This scheme relies on both the technique and the substantive
nature of the models to classify them. Last Coale and Trussell (Coale and Trussell 1996)
review population models specifically in the context of Demography and draw broad
distinctions berween models that are purely mathematical, those that summarize empirical

observations, those that are used to predict future population outcomes, and those that aim to

201

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



elucidate the operation of population processes at the individual level. The emphasis here is

on the substantive nature of the model and what it is used to explore.

CLASSIFICATION OF POPULATION MODELS

Adding to these classifications, I believe there are three important dimensions on which

models can be classified.

1. Unit of analysis:

a) macro, or

b) micro.

Mode of operation:

a) deterministc, or

b) stochastic.

3. Substantive aim of to which the model is directed:
a) to identify and manipulate an empirical regularity, and/or
b) to measure some aspect of a population process, and/or
c) to understand and summarize the past, and/or
d) to predict or project some measure of a population into the future, and/or,
e) to understand complex, inter-related population processes, and/or
f) to test individual and population-based interventions.

N

Macro models are specified with respect to populations while micro models are specified at the
level of the individual. A deterministic model is one whose operation is predictable while a
stochastic model operates in a probabilistic manner that is not predictable on the level of the
unit of analysis. Macro models can be constructed to operate in either deterministic or

stochastic modes or both, while truly micro models can only operate stochastically.

Macro models are well suited to explore substantve questions falling into all six categories
enumerated above. Their one critical limitation is that they are not able to describe or examine

truly individual-level characteristics such as behavioral and biological attributes. Mainly

202

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



because of their complexity and lack of analytcal results, micro models are best suited to
examine those questions that rely heavily on specific individual-level attributes, again usually
behavioral and biological. Micro models are not well-suited to examine the past, which usually
involves cumulating some sort of parameter; or to predicting the future, because they must
acrually generate an entire furure population. The predictive value of micro models is also
limited by the large number of parameters that they require as inputs, each of whose future
trend must also be predicted. The combined uncertainty in the predictions of all of the

parameters is substantial and does not compare favorably with simpler models.

MACRO AND MICRO MODELS
MACRO DETERMINISTIC MODELS

The unit of analysis in large part determines the structure of the model and the types of reality
that it can model. “Macro” models are specified with reference to groups of individuals and
make the implicit assumption that all individuals within a group are homogenous in all
respects. A direct consequence is that all interactions take place between homogenous groups
— not berween individuals. The movement of “individuals” from one group to another, or
berween states, is usually governed by a set of differential equations that determine what
fraction of a group in a given state will move to another state over a specified period of time.
These movements can be modeled as either deterministic or stochastic processes, although in
practice the specifications are almost always deterministic. However, the models as a whole do
not have to be deterministic in the traditional sense, but may comprise a chaotic system. The
analytical specification is a big advantage of macro models; the expressions governing the
model can sometimes be solved to yield a set of equations describing the behavior of the
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solution (a “steady” or “‘equilibrium” condition) to the model — some aspect of the model that is
not specified but can be derived from those aspects that are specified. These models are often
too complex to solve, but even in those cases, the governing expressions can often be
manipulated to yicld additional non-trivial insights into aspects of the model that are not
explicitly specified. Macro models are ideal for studying processes that can be specified on the
population level and do not explicitly rely on individual-level behavior, preferences or biology.
Their standard mathematical specification also makes them comparatively easy to understand,

implement and interpret.

Macro models can model the past to understand the present through various techniques
including cumulation and iterative estimadon of the parameters necessary to correctly
cumulate the past to arrive at the present, and they can also model the future in a predictive
sense based on a set or reasonable parameters. Their complexity may range from very simple
to extremely complex; one of their advantages is that they can ignore individual-level behavior,
and in comparison to individual-level models, are generally more simple. An important facet
of this comparative simplicity is the fact that they do not need as much information to run and
can operate on a much smaller parameter set than most individual-level models. For example,
they are often specified with respect to one sex only, and they can model whole subgroups of a
population as a single unit. The results that they produce usually give a broadly realistic but
not very specific understanding of a process. These kinds of results are good for overall
predictions of population size and growth, the general outlines of age structures and gross
movements between various groups. What they are not able to produce are detailed

understanding of systems involving individual-level behavioral and biological processes.
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Finally, macro models are implemented in a wide array of technologies ranging from simple
calculator-based calculations to spreadsheets to sophisticated customized software, reflecting

the wide range of complexities that are possible with macro models.

EXAMPLES OF MACRO MODELS ADDRESSING HIV/AIDS

A small selection of macro models addressing HIV/AIDS is discussed below with an attempt
to present a range of substantive foci and methodologies. A now somewhat dated, but
nonetheless comprehensive and important, review of population models examining the impact
of HIV/AIDS is contained in the special UN volume The AIDS Epidemic and its
Demographic Conscguences. Proceedings of the United Nations/World Health Organization
Workshop _on Modelling the Demographic mpact of the AIDS Epidemic in Pattern IT
Countries: Progress to Date and Policies for the Future, New York, 13-15 December 1989
(United Nations Department of International Economic and Social Affairs and World Health
Organization Global Programme on AIDS 1991). Much of the material below is based on this
publication, and the fact that not a lot more work has been done in this field since that time is
somewhat surprising. All of the models below in this section are macro models and thus do
not model individuals, individual coital acts, individual-based transmission of HIV, or
individual behavior and biology as it relates to wansmission and disease history within
individuals. As a result, all of these models are limited in their ability to examine the primary
processes responsible for the transmission and incubation of HIV, and they are fundamentally

different from the type of model that I have built.

205

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



HEUVELINE

Heuveline (Heuveline 2001) extends the cohort-component population model, most
commonly used as the basis for population projections, to model a population with HIV. To
the usual age-specific cohort-component model, he adds sex-specificity and a number of HIV-
related states through which the populaton is moved. The populadon is divided into HIV-
infected and non-HIV-infected, and as time steps forward, the non-infected are infected
according to a parameter-dependant incidence rate (both horizontal and vertical). HIV status
affects both fertility and mortality, and some degree of duration dependence is supported. A
relatively parsimonious set of parameters governs the HIV-related behavior of the model
Realistic values for these parameters are obtained through a maximum likelihood procedure
that identifies the parameter set most likely to reproduce a range of incidence ratios and
fertility impairment indices. The resulting paramerters allow the model to reproduce, as a
group, the set of observations over which the parameters are estimated, and consequently to
calibrate the model to behave in a fashion similar to the populations that provided the
observations. Heuveline suggests using the model to examine the evolution of and
relationship between population-level indices of the HIV epidemic and the overall size and
composition of the population. For example, the future course of mortality and fertility rates,
overall population size, growth rates, and the relationships between the prevalence of various

subgroups within the population.

This model is relatvely simple and elegantly specified, and as a result is widely useful and quite

general. Its parameter set is static (non time-evolving) which may limit its ability to predict the
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future, but nonetheless, it is a useful tool for understanding and estimating the overall impact

of HIV/AIDS on a population.

Although none of his models appear to be published in accessible sources, Artzrouni has also
pursued a similar approach to Heuveline’s beginning during the late 1980s and early 1990s. He
also developed multi-state variations of the standard cohort-component model, but he does

not appear to have taken the work as far as Heuveline.

IWG - THE UNITED STATES INTERAGENCY WORKING GROUP ON AIDS MODELS AND

METHODS

The WG model was created by the United States Interagency Working Group on AIDS
models and Methods beginning in the late 1980s (Stanley, Seitz, Way, Johnson, and Curry
1991). The modcl has been contnuously refined since then, but a detailed description of these

refinements could not be found as of this writing.

The IWG model is a deterministic model specified using a set or partial differendal equations.
The level of analysis is the population rather than the individual. It takes into account a
bewildering array of behavioral and biological processes affecting the transmission and

incubation of the HIV, and it is uniquely comprehensive in this regard.

All important modes of transmission in the developing world setting are addressed: horizontal,
vertical and through blood transfusions, and the progression of the disease within infected

groups is also modeled as a duration-since infection-dependent process.
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Demography is fully modeled as two-sex and age-differentated, and the population is split into
urban and rural groups that can modeled differently. However, the IWG model does not
attempt to correctly model couples, opting rather to divide males and females into single and
paired groups with various infection statuses. This is done to avoid the complexity of properly
modeling a polygynous marriage system, and in our view is a major weakness in the
demographic component of the IWG model. As with the Anderson models (below), the IWG
model resorts to a relatively ad-hoc method to balance sexual parmership formation — an
unappealing aspect of the model that potendally introduces an unknown bias into the
demography of the modeled population. Unlike most of the other models, an attempt to
address polygyny is made, although it is rudimentary at best. Additionally, the model does not
appear to take into account the direct impact of HTV infection on fertility, nor does it tightly
couple conception (fertility) and the transmission of HIV because individual coital acts are not

modeled.

This model is unique in that it actempts to address the impact of migration on the growth and
development of and HIV epidemic. Local circular and permanent migration are addressed as

is international migration.

It is also among a small number that make a comprehensive attempt to model STD cofactors
associated with the spread of the HIV. The STDs are spread through the same sexual contacts

that ransmit AIDS, and the presence of STDs modifies the transmission rates of the HIV.
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The IWG model also models sexual activity within partnerships as a function of the duration
of the partnership assuming that longer term partnerships are associated with less casual sex on

the part of their members.

As with all the macro models described in this section, the IWG model does not correctly
recognize or model the absolute link between conception (fertility) and, the transmission of
HIV and other STDs, and the affect of condoms that limit all three simultaneously. All of
these processes are mediated through individual sexual contacts and cannot be de-coupled if
the aim is to satisfactorily model both the demography and the epidemiology of a population

with HIV.

The IWG model has been used to study a wide range of issues revolving around
understanding the inter-relationship of the processes that contribute to an HIV epidemic.
Because of its detail, it can be used to study the impact of interventions, to make medium
range projections, to study changes in the age structure and dependency ratios, and to examine

the impact of the differences between urban and rural populations.

The initial results presented in the UN publication (Stanley et al. 1991) outline a familiar three
scenario analysis that clearly demonstrates that an HIV epidemic is difficult to initate and
maintain, but once a threshold is passed, an epidemic grows quickly and has substandal
impacts on the demography of the affected population. In hindsight, the “worst case
scenario” that is presented appears to be the one that is playing out in Southern Africa a

decade later. That scenario predicts a flattening of population growth and an overall
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prevalence of about 40 percent prevalence, not too different from what appears to be building

in Zimbabwe, Zambia, Botswana and South Africa.

ANDERSON, GARNETT & GREGSON

Anderson, Garnett, Gregson and their colleagues have developed and refined a significant
macro model (and many variations on it) of an HIV infected African population (Anderson,
May, and McLean 1988; Anderson, Ng, Boily, and May 1989; Anderson 1991a; Anderson
1991b; Anderson, May, Boily, Garnetrt, and Rowley 1991; Anderson, Ng, Rowley, and McLean
1991; Garnett and Anderson 1993a; Garnett and Anderson 1993b; Garnett and Anderson
1995; Garnert and Anderson 1994b; Garnett and Andeison 1996b; Gregson, Garnett, and
Anderson 1994a; Gregson, Garnett, and Anderson 1994b; Gregson, Garnett, Shakespeare,
Foster, and Anderson 1994). In broad terms, their work seeks to understand the demographic
impact of HIV/AIDS over the medium and long term and to identify the parameters or
processes that are most sensitive in determining the progression and overall impact of an HIV
epidemic in populations where the modes of transmission are predominantly heterosexual and

from mother to child.

The most refined of the Anderson models are specified as deterministic, semi-continuous age
and sex-specific epi-demographic models of human populations with HIV using a set or
partial differendal equations. They take into account a range of behavioral and biological
processes at the population level. Individuals are divided into various sexual activity classes
that determine their overall propensity to engage in sex, and males and females are paired to

form unions in which both reproduction and transmission of HIV occur based on various
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partnership acquisition schemes. Individuals are not modeled so neither are individual coitus
events or the direct transmission of HIV between individuals. Additionally, because
individuals are not modeled, the pairing of males and females requires various sophisticated
“fudges” in order to insure that the number of new couples matches the number of available
males and females and their union formation preferences. This limitation is unsatisfying as it
makes necessary a range or relatvely arbitrary techniques to satisfy the partner balancing
requirement. Transmission of HIV from mother to child and the natural history of HIV
disease within infected individuals is modeled. Numerical techniques are used to simulate
populations under different assumptions regarding the patterns of sexual mixing and

sometimes other disease and demography-specific parameters as well.

Their early work made the dire prediction that the HIV/AIDS epidemic in Africa had the
potential to bring overall population growth rates down to zero or even below zero. These
and other similar warnings elicited widespread criticism at the time they were made and may
have done some harm to the credibility of modeling exercises of this kind. Although growth
rates have not yet turned negative in any country as of this writing, they have been substandally
reduced in countries such as Zimbabwe, Botswana and Kenya. However, this is probably not
the sole result of the HIV epidemics in those countries, but a complicated result of the
interaction between the HIV epidemic and secular declines in fertility — interactions that the

Anderson models have not fully addressed.

What these models have done well is to clearly identify the fact that the growth and form of an

HIV epidemic is sensitively dependent on the nature of the sexual mixing in the population.
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How much interaction occurs between males and females of different sexual activity classes,
different ages, and how potental pairs decide to form are all powerful predictors of the overall
evolution and magnitude of an epidemic. In particular, they have clearly demonstrated that the
form of sexual mixing is critical; whether it is assortative or dissassortative, whether partners
choose each other based on the raw numbers of available partners or on the proportion of

available partners compared to the total population of a given type.

Additionally, these models have examined the role of the duration of the incubation period on
the overall development of an HIV epidemic. They have conclusively demonstrated that the
duration since infection-dependence of the incubation of the HIV within an infected
individual is critical in determining the pace and penetration of the spread of an HIV epidemic.
They also confirm the transparent importance of the transmission likelihood in governing the
development of and epidemic. In the final analysis, the Anderson models have conclusively
shown that the most important parameters governing the development and spread of an HIV
epidemic are those that are under social or behavioral control: partnership formation,
frequency of sexual contacts within partnerships, and transmission probabilities per sexual
contact. Additionally, various biological parameters such as the individual progression of the

disease and associated changes in infectivity are also important.

Anderson and his colleagues have been building sophisticated models for a long time, and over
the course of the 1990s they developed a powerful and useful model. However, their early
results were based on much simpler models that did not fully elaborate the age, sex and

behavior heterogeneity within the modeled population, and as a result, their early predictions
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of a an imminent demographic collapse for populations with endemic HIV were exaggerated
and possibly contributed to an overall skepticism of modeling as an appropriate tool to
examine complex processes involving social, epidemiological, demographic and biological
processes. This serves as a cautionary tale and reminds us to fully acknowledge and as
faithfully as possible reflect the full complexity of the systems I choose to model. The early
work of John (below) and others using more age, sex and behavior class differentdated models
questioned the alarming findings of the Anderson group, and time (and the later Anderson-

derived models) have born out the more sober findings of the more differentiated models.

At this time Anderson and his group are beginning to address other issues such as the
cvolution of the demographic structure of a population with HIV, changes in the dependency
ratios and number of orphans. They are also pursuing an interesting new line of work

modeling the evolution of genetic variation within the population of HIV virions within a

single infected person (Anderson 2001).

JOHN

John (John 1991) develops one of the earliest macro models with a fully specified age and sex-
specific demography and several behavioral classes. The model examines a wider range of
modes of transmission than most including intravenous drug use and blood transfusions. It
also includes explicit modeling of extra-marital sex and bases heterosexual transmission on a
per-coitus transmission probability. An acknowledged limitation is the fact that an individual’s
infectivity is constant with duration since infection. Another substantial limitation is the lack

of an HIV-related impact on fertility, a result of HIV infection that was not well-documented
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at the time when this model was formulated. Altogether, the model appears to reproduce the
demography of a population quite well and obtains realistic estimates of the progression and
growth of an HIV epidemic. The key finding from this fully age and sex specified epi-
demographic model is that it is unlikely that an HIV epidemic is able to turn overall populaton

owth rates negative or even very close to zero in a rapidly growing population.
gt ga } \

PALLONI

Palloni adopts a variation of the Demographer’s muldstate life table (Palloni and Lamas 1991).
His variation adds duration-dependence to the progression of the disease and corresponding
infectivity of individuals in addition to age-dependency for most processes. This is a macro
model that defines a number of “compartments” through which groups of individuals flow

according to various transition probabilities, many of which are duration-dependent.

The model is relatively simple, differentiating three stages in an individual’s infection with
HIV: healthy, infected/non-symptomatic and AIDS. Transitions to the absorbing state, death,
occur from all three states, and groups of individuals move through the states in a duration
since infection-dependent fashion. Modes of transmission include horizontal, vertical and
blood transfusion related infections. A lot of thought is given to the manner in which men
and women are divided among sexual activity classes, prostitution is included as a sexual

activity class, and a great deal of consideration is given to how people in different sexual

activity classes interact.

As with other macro models, balancing male/female pair formation is handled with an

somewhat arbi rocess, and “steady” unions are not allowed to end in any other wa
Y y y
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except death of a spouse. These limitations seriously inhibit the model’s ability to realisdcally
model the diverse heterogeneous and complex sexual mixing patterns that exist in large parts

of Africa, and other parts of the developing world where HIV/AIDS is a significant problem.

The description of the model is vague concerning the renewal of the population — fertility. It
is not clear how fertility is handled or whether or not it is linked to the sexual activity that is
modeled to produce the transmission of HIV. It appears that ferility processes are not linked
to the transmission of HIV or to the HIV status of the partmers contributing to a reproductive

relationship.

The major innovation in this model is the duration-dependence of the transitions between the
uninfected, infected/asymptomatic and AIDS stages of the disease. The results appear to
indicate that there is a significant threshold somewhere in the parameter space that pushes an
epidemic from being non-sustaining to full blown and serious with relatively small movement
through the parameter space. All but the most “infective” of the simulations presented result
in dying epidemics, while the highly infective simulation generates a catastrophic epidemic that

results in negative population growth and very substantial prevalence of around 80 percent.

Some of the other models hint at a threshold effect, so some form of a threshold probably
does exist. However, the severity of the high infectivity simulation castes some doubt on the
model, and with hindsight, no epidemic of that severity has yet to develop — a reality that leads

one to question the overall usefulness of this modeling approach.
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BULATAO

Bulatao constructs an interesting model that is a synthesis of the standard cohort-component
model (discussed above under Heuveline) and an epidemiological model of the transmission
and incubation of the HIV in the infected population. This model is specified at the
population level and does not attempt to model the dynamics of union formation and
separation. As such it shares the major limitation of many of the macro models in that it is not
able to capture the behavioral component governing the choice of sexual partners. However,
like the Heuveline model it retains an elegant simplicity which frees it from the substantial data
requirements of more sophisticated models and allows it to be powerful and tractable at the

same time.

Although much of the behavioral complexity is removed from this model, it does
comprehensively manage the transmission and progression of HIV between people of various
sexual orientations. It is rare in including homosexual and bisexual sexual orientation classes
and in managing the transmission of HIV between members of those groups. It models
heterosexual, vertical, needle-born, and blood transfusion-mediated infections. Two different
schemes for modeling the progression of HIV in the infected population are adopted: non-
staged progression with a constant infectivity and staged progression with step-wise varying
infectivity. The progression to AIDS and eventually death is modeled as a logistic function of
the dme since infection. The populatdon can be further divided into various levels of
susceptibility based on genetic variation. The transmission of the HIV is governed by an
“attraction matrix” that governs the “contact” between various subgroups of the population

defined by age, sex, sexual ordentaton and potentially other characteristics. The
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transmissibility of the virus depends on the type of sexual activity that occurs between people
of various subgroups, and transmission cofactors such as condom use and presence of STDs

are acknowledged.

The epidemiological processes described above are updated on an annual basis on a
population whose overall demography is updated on a five-year basis by the standard cohort-
component methodology. At the end of each five-year period the two “projections” are
reconciled and dovetailed to create the base population for the next five year’s worth of

projection.

The Bulatao model appears to have produced reasonable descriptions of the HIV epidemics as
they have subsequenty unfolded. The three typical high/medium/low scenarios are
presented, and in none of them do growth rates become negative. Life expectancies are
reduced by up to ten years or so in the worst case (which is about what has happened in
Southern Africa a decade later), and prevalence rates are predicted from nearly zero to as high
as 55 percent or so (also in line with what has come to pass). The model clearly demonstrates
the importance of “staged infectivity” in determining the epidemic, with a more nuanced
staging leading to more slowly growing epidemics. Judged in hindsight, this appears to be a

good model whose tradeoffs between complexity and tractability were well chosen.

Bulatao demonstrates a use for models of this type that is not commonly recognized; namely
that useful relationships can be idendfied by comparing the large number of indices that a
model of this type is able to generate; for example, the relationship between seroprevalence

and percent condom use.
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BONGAARTS

Bongaarts (Bongaarts 1989) constructs a model similar to the Bulatao model above that mixes
the Demographer’s traditional cohort component projection model with an epidemiological
submodel that divides the population along various epidemiological and behavioral lines. This
is a fully age and sex differendated macro model whose epidemiological component is
specified as a set of linear differential equations. Similar to the Bulatao model, it appears to
produce reasonable descriptions of an AIDS epidemic, and it does not predict a massive

population collapse through negative growth.

BROUARD

Brouard constructs a very simple “two renewal equation” model (Brouard 1991) in which the
two renewal processes modeled were the birth of new individuals and the “birth” of new HIV
infections within the population of individuals. He argues that there is insufficient information
on which to build any more complex models, and that the substantal lack of informaton
relating to the two key parameters of infectivity and sexual partnership change (or acquisition)

is so great that modeling exercises are essentially not valid.

The model he presents clearly does not capture in any realistic way the behavior of an AIDS
epidemic, even more clearly with a decade’s worth of hindsight. His criticism of the lack of
information was certainly valid at the time it was made, but his vision for modeling, even with
the lack of all necessary input data, is limited. Most of the other models presented in the U.N’s
publication (United Nations Department of International Economic and Social Affairs and

World Health Organization Global Programme on AIDS 1991) were able to provide
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significant insight bevond the fact that not all of the necessary parameters were known with

sufficient confidence.

LESSONS FROM MACRO MODELS

The previous examples are by no means a comprehensive survey of macro models and have
been chosen mainly for their focus on HIV/AIDS and the existence of relatively lucid
descriptions of how they operate. Nonetheless, it is clear that overly simplified models are of
limited value when the underlying processes are complex and inter-related. The Brouard
model is a good example of a very simple model that failed to capture the behavioral and
biological nuances of the system and therefore produced results of littie value. At the other
end of the spectrum are the very complex models best exemplified by the 'WG model. Those
models are so complex that it has not been possible (or maybe not desirable) to fully explicate
their inner workings, thereby leaving the reader with many questions relating to what their
results really mean, and from which set or parameters or modeled processes differences in
outcomes are produced. The utlity of models of this type is limited by there overbearing
complexity and opacity. The Anderson models are a fortifying case study that appear to have
attained 2 useful middle ground. The original models in that series were clearly unable to
adequately capture the nature of the processes that they hoped to model, and the results they
produced were correspondingly exaggerated and of diminished value. However, as the models
were carefully enhanced and further differentiated over time, they became complex enough to
adequately capture the nature of the system without becoming completely unwieldy and

indescribable. There are several lucid descriptions of the Anderson models that allow the
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reader a reasonable glimpse of their inner workings; this in contrast to the comprehensive

paucity of revealing description of the IWG models.

It is clear from the small collection of macro models described here that there is no one
“correct” methodology or procedure. Very different methodologies and even creative
syntheses of rather different methodologies created similar, realistic results. It appears that the
best predicror of success, given a reasonable level of detail to begin with, is the skill with which
the modeler is able to implement the methodologies most familiar to him; Demographers use
some variant of the cohort-component projection method while epidemiologists use some
form of compartmentalized flow model specified with partal differential equations, and those
inclined to more actuarial disciplines apply muldstate life tables and other variations of state
transition models. It does not appear that any methodology is superior, and indeed mixtures

of two or more appear to work as well as purely one or another.

MICRO STOCHASTIC MODELS

In contrast to macro models, “micro” models are specified with reference to individuais, with
the assumption that each individual can be different and that individuals interact with each
other directly — not through groups of identical individuals. An immediate consequence is that
the potental complexity of a micro model is enormous. Any one individual has the potential
to interact with every other individual in the modeled populadon, and the potendal
heterogeneity of the population of individuals grows very rapidly as the number of individual-
level artributes increases. Because interactions between individuals are the focus of models of

this sort, and because individuals are indivisible units, micro models cannot be expressed
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analytically in terms of whart fration of an individual moves from one state to another or
combines with what fraction of another individual. Consequently the models must be specified
in terms of stochastic processes that describe the probability that a whole individual will

transition from one statc to another or that whole individuals will join in social relationships.

Micro models are the modeling methodology that is appropriate when it is necessary to
examine systems in which individual behavioral and biological processes play an important
role. These include diseases whose natural history is substantially differentated between
individuals and/or whose modes of transmission depend on individual-level attributes or
individual behavior. Sexually twansmitted diseases fall into this category because their
transmission is the result of an activity that is regulated by individual behavior and social
pressures exerted on an individual by a larger group — sex. AIDS in particular meets both
criteria. The disease is transmitted through sex which is a highly differentiated individual-level
behavior, and the natural history of the HIV is different within individuals and highly
dependant on individual behavior and health over the usually long course of its incubation.
Another example of a category of system that requires micro models is the modeling of
kinship, households and other social aggregates whose composition depends on individual-
level behavior and biological processes. Much work has gone into this type of model over the

past three decades at Berkeley resulting in the SOCSIM individual and household simulator,

more below.

Micro models are always complex and require the specification of a comparatively vast number

of parameters. This is a substandal disadvantage and means that they can only be specified in
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the small number of circumstances where sufficient empirical information is available to define
literally tens or hundreds of parameters — in some cases even thousands! Their complexity also
limits their generality and sometimes makes their behavior hard to understand and interpret.
For this reason they are not the method of choice for predictions or for the estimation of
macro indices or statistics. Rather, they are more suited to understand the inner workings of a
complex system, or to make predications regarding the future composition or rates of change
and transformation within a population. This does not rule out their ability to make accurate
predications of the overall furure size and growth rate of a population, but such an endeavor
requires correctly guessing many parameters as they evolve into the future, and as that number
of parameters increases, the probability that one is correctly guessing all of them diminishes

steeply.

What micro models are able to offer is finely nuanced understanding of the relationships
shared by various processes and how the detailed composition of a population will change
over time as a function of a large parameter set whose individual affects may be interacting in
complex ways. This is particularly true when one process may affect many others in different
ways, and all of those feed back to the original process to modify it. A good example is
HIV/AIDS; infecion with the HIV increases the probability of death, decreases the
probability of successful reproduction, creates a probability of infecting the next generation,
modifies one’s standing in society and modifies various social interactions in ways that affect
the transmission of the disease to others, one’s ability to form reproductive unions, to travel,
to work, to obtain health care etc. All of these effects work to change the overall size and

composition of the populadon that in rmn alters the number of people suscepuble to
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infection. The system is a very complicated one in which individual and aggregate-level

processes interact through recursive feedback loops.

In order to handle this type of complexity, all micro-level models of which I am aware are

implemented using customized software.

EXAMPLES OF MICRO MODELS ADDRESSING HIV/AIDS

In addition to the UN’s volume on population models relating to HIV (United Nations
Departument of International Economic and Social Affairs and World Health Organization
Global Programme on AIDS 1991), in 1991 the National Academy of Sciences published two
volumes (Ciro and Hanushek 1991a; Citro and Hanushek 1991b) examining the role of
microsimulation in social policy formulation. All of these volumes provide a comprehensive

revicw of micro modcling tcchniques and good examples as of 1991.

WACHTER & HAMMEL - SOCSIM

The Wachter/Hammel micro simulator (Anonymous SOCSIM Accessed 2001a; Anonymous
SOCSIM Accessed 2001b; Wachter Accessed 2001) is likely the most well known individual-
level, stochastic population simulator. It is well designed and implemented, it can trace its life
back in time for almost three decades, and most impressively, it has led to a long list of
informative publications. Its current name is SOCSIM although it started life as POPSIM and
matured through numerous versions before attaining its present implementation. Although
the reference implementation of SOCSIM does not appear to explicitly model any aspect of
health or disease, including HIV, it is described here because no discussion of population
microsimulators is complete without it. Moreover, SOCSIM has been tweaked recently to
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allow it to address some aspects of the HIV/AIDS epidemic in Thailand, work done in

association with Knodel (Wachter, Knodel, and VanLandingham 2000).

SOCSIM transparenty reveals the disciplinary affiliations of its two primary architects. It is a
comprehensive model of a closed population with a great deal of sophistication surrounding
both demographic and anthropological considerations. Its strongest feature is its faithful
reproduction of household dynamics and its meticulous accounting for intrafamily
relationships between individuals. Naturally, it has been applied in numerous circumstances to
study the distributions of individuals within families and the evolution of family (household)
structure over time as it is influenced by demographic factors, see for example (Wachter 1997;
Wachter, Blackwell, and Hammel 1997), and for a complete selected bibliography
(Anonymous SOCSIM Accessed 2001b). SOCSIM also allows an unlimited degree of
heterogeneity (including location) to be built into the simulated population by allowing

individuals to be members of different “groups” that share common characteristics.

The unit of analysis is the individual, and individuals are stepped through time on a monthly
basis facing the risk of a number of events including death, marriage, migration and childbirth.
The marriage module in SOCSIM uses a two-stage process to pair eligible males and fernales
from within the simulated populaton. They first initiate a marriage “search” that effectively
places them at risk to form a union with any of the members of the opposite sex who have
also initiated a marriage search. Those who are searching are then paired through a random
process contingent on the likelihood that each type of pair will form based on the individual

characteristics of the potential spouses. SOCSIM is one of the only microsimulators for which
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adequare, lucid documentation exists regarding the precise mechanism through which unions
are formed, and it appears to be a very sensible mechanism that does not fall prey to the

scaling problem and for which parameters can be obtained empirically.

SOCSIM allows several ways of expressing and modeling fertility but unfortunately does not
provide a means to explicitly model coital events and their relationship to conception, fertility
or disease transmission processes. This excludes SOCSIM from being able to effectvely
model the spread of sexual transmitted diseases, including HIV. Although, it is not likely to be
too difficult to add this kind of facility to SOCSIM in the manner in which it is implemented in
most of the other microsimulators that address AIDS — namely a fertility-independent
allocation of coital events to partners in a union that are then used to generate disease
transmissions based on per coital act transmission probabilities. However, as is argued below,
this is not a satisfactory solution to the problem because it decouples fertility and the

transmission of disease — it is a fundamental weakness of all of the models discussed here.

All transitions, including mortality, childbirth, migration and the events involved with unions,
are handled through a clever and realistic competing risks procedure that draws waiting times
from hazard distributions for each event and schedules the set of events for which each
individual is at risk based on those waiting times. The shortest waiting time determines the

event that occurs when two or more events compete.

SOCSIM has been used at least once to address an AIDS-related queston, and true to its
pedigree it addressed a question concerning the impact of HIV deaths on the household in

Thailand. Wachter and Knodel (Wachter, Knodel, and VanLandingham 2000) use SOCSIM
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to simulate a cohort of Thai adults (and their children) from age 50 onward in order to study
the pace and degree to which the Thai elderly can expect to loose their own children as a result
of HIV-related mortality. Because SOCSIM naturally maintains all of the intrafamily
relationships thar are necessary to study intrafamily dependency, it is an ideal tool to estimate

the degree to which the elderly will have to care for and live without the support from their

own children.

AUVERT - SIMULAIDS

Over the past decade Auvert and his colleagues have refined a comprehensive individual-level
stochastic model of a population with HIV, resulting in SimulAIDS (Auvert, Buonamico,
Lagarde, and Williams 2000; Auvert 1991). The must recent iteration is built around a
standard individual-level stochastic framework that is minimally able to represent the

demography, behavior and biology necessary to produce an HIV epidemic.

Individual coitus acts are not modeled so that conception (fertility) and the transmission of the
HIV are decoupled. Additionally, the use of condoms is not modeled (although it was in an
earlier version) so the simultaneous contraceptive and transmission-blocking effects of
condom use are not linked or addressed. The mortality of the population is assumed to follow
a standard life table, and after progressing through a staged HIV incubation process, infected
individuals die one year after developing full blown AIDS. The probability of transmitting the
HIV between males and females is assumed to be asymmetric and dependent on the type of
union thar the partners share, mainly to what sexual activity category the partners belong.

STD cofactors are modeled and modulate the transmission probabilities of those coinfected
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with an STD. Vertcal transmission does not appear to be modeled. Once infected,
individual’s progress through a staged incubation process that effectively rtakes into
consideration the duraton since infection-dependent nature of many of the impacts of

infection.

Of critical interest is how the model handles the pairing of individual males and females into
sexually active unions. This is done by dividing the men and women into “long-term”, “short-
term” and “one-off” sexual activity groups. The rules governing how these groups mix are
male-centric; meaning that the demand generated by men is met by women. The degree of
sexual activity enjoyed by the couples depends on the sexual activity classes to which the

couples belong; essentially, each couple is assigned a number of ccital events per month that

corresponds to the degree of sexual activity brought to the union by the parters.

This approach to modeling pairing and coitus is a substantial compromise between reality and
ease cf implementation, with the later receiving most of the weight. It is clear that in the real
world women in almost all societies are able to exert substandal influence over the form of
most of their sexually active unions, and it is not reasonable to assume that unions are entirely
formed in a male-centric way. Also, the male-centric approach runs into the balancing
problem described above in Examples of Macro Models Addressing HIV/AIDS. If there are
insufficient females to “meet” the male demand, then some arbitrary correction must be made
to allow the system to proceed, most likely that a randomly selected group of males go
unsatsfied. This is at best an inelegant solution to the problem, and at worst an inaccurate

portrayal of how things really work. In most circumstances this would not be a problem, but
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where the central dynamics of the system under study depend sensitively (see above) on the
exact nature of the sexual pairing between men and women, it is important to reproduce as

faithfully as possible the dynamics and preferences evident in the real system.

Given that, the model is useful and has been positioned to answer one of the most
fundamental questions surrounding the HIV/AIDS situation in the developing world; namely,
to what extent to behavioral and biological processes contribute to the development of an
AIDS epidemic, and when compared which type of process is more important, or do they
share roughly equal responsibility? The clear finding is that behavioral parameters play a major
role in shaping an AIDS epidemic, and that the behavioral factors alone can account for all of

the observed variability in HIV prevalence in Sub-Saharan Africa.

VAN DER PLOEG - STDSIM

STDSIM is a comprehensive individual-level, stochastic simulation of a population with AIDS
(Van der Ploeg, Van Vliet. De Vlas, Ndinya-Achola, Fransen, Van Oortmarssen, and
Habbema 1998). It was developed primarily as a decision support tool for health care
professionals, and as such it contains a number of elements that are unique. For example, it
contains components to model the impact of the health care system in general and a separate
component that specifically manages “interventions”. This broadening of the scope of the

model makes it more of a practical tool than many of the others discussed here.

Not surprisingly individual coital acts are not modeled, so like most of the other models

discussed here, STDSIM does not tightly couple conception and the transmission of HIV.
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However, almost every other aspect of the fundamental population and epidemiological

dynamics are modeled well
There are separate modules governing:

demography,

sexual behavior,

STD transmission (including HIV),
natural history of each STD,
health care, and

intervendons.

The demography module includes complete modeling of fertility, mortality and migration.
The sexual behavior module is described in a working paper that was not accessible for review
(Van Vliet 1995) at this writing. This is unfortunate because it is arguably the most important
component of any sexwuaily transmitted disease model. What is revealed concerning this module
is that partner selection is age-based and individuals are sexual activity graded, but it is not clear
if an individual’s sexual activity category affects their partner acquisition strategy. Sexual
activity within unions is based on of the male, and it is again not clear whether an individual’s
sexual activity category affects his coital frequency. Because of the significant sensitivity to the
exact form of sexual mixing demonstrated by Anderson et al (Garnett and Anderson 1994b),
the ambiguity concerning this critical module needs to be elucidated before any results are

taken too seriously.

The model allows for both horizontal and vertical transmission, and the progression of all of
the included STDs (HIV, gonorrhea, chlamydia, syphilis, and chancroid) is well modeled in a

duration since infection-dependent manner. A unique twist to the natural history component
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is that the trearment and immune response affects are raken into account in determining an

individual’s suscepubility to infection or re-infection after treatment.

The health care component governs how successful the health care system is in identfying and

treating curable STDs. In comparison the intervention component specifically models:

condom use and condom use programs,

specific improvements in the health care system,

syphilis screening programs,

mass STD treatment programs, and

information and education programs that might have an impact on health behavior.

The detail of how these componenis are implemented is largely hidden from the reader
making it impossible to adequately evaluate their utdlity. However, the concept of including
these modules in a model is undoubtedly a very good one and should be noted by other

modelers.

The modelers make a number of important, general points regarding their choice of design.
They argue that the micro, individual structure is the best for confronting complex systems in
which many of the contributing processes are inter-dependent affecting each other as time
progresses. This results from the fact that micro, stochastic simulations are able to “take
stock” at the beginning of each time step and adjust their transition probabilities according to
the state distribution of all or any subset of the individuals in the simulation. Complex time-
evolving interactions are thus relauvely easy to handle. A convincing argument is also made
for the role of individual-level models in decision support and intervention identification. The

virrual population created by the simulator can be subjected to numerous different
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interventions and many variations of each intervention at a negligible cost, thereby providing
planners with valuable and very cost effective guidance as they allocate precious time and
resources to real situations. It is also interesting to note that the STDSIM group is the only
one to clearly delineate the full set of factors contributing to an HIV epidemic; whereas most
modelers restrict themselves to the population and its endogenous interactions, the STDSIM
group has properly identified the environment in which the population is living as a major
contributing factor. Thus, they explicitly include the health care system and specific
interventions. It is a trivial extension of this line of thought to also include the overall socio-
economic, ecological and epidemiological context in which the population lives. A truly useful
model would include some component to handle economic, ecological and macro ecological

considerations as well.

CHICK, ADAMS & KOOPMAN

Chick, Adams and Koopman (Chick, Adams, and Koopman 2000) explore the connection
berween macro deterministic models specified using continuous differential equations and
individual-level micro models implemented as stochastic simulatons. Their work does not
address HIV/AIDS specifically, but rather provides unique insight into the relatonship
between these modeling methodologies. An interesting result relating to the epidemiologist’s
basic reproduction number R, is also obtained; namely that the conventionally defined R, is
not an appropriate measure of the number of secondary infections associated with each
primary infection when the disease transmission process occurs in the context of a relationship

of finite duration.
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This article develops and solves an analytic model of the susceptible-infectious-susceptble
(SIS) disease model in a homogenously mixing population. A population with well defined
characteristics corresponding to those that can be described by the analytic model is generated
through stochastic, individual-level simulation. The properties of that population are then
compared to the analytic results predicted by the deterministic analytic model, and they are
found to be satisfactorily similar. Specifically, a multiple simultaneous parter situation is

examined that corresponds loosely to what is thought to be a prevalent form of sexual mixing,

The emphasis on concurrent partnerships and infection — re-infection disease processes makes
this work relevant to the study of HIV/AIDS and the common STD cofactors that
significantly alter HIV transmission rates. Additionally, the added theoretical investigation of
the two different modeling approaches and the reassuring finding that they are closely

complimentary is valuable.

HIV MODELS - MACRO OR MICRO?

Population models used to examine the impact of HTV/AIDS on the population fall into all of
the categories defined above. However, it is our position that because the transmission of
HIV in the developing world is predominantly confined to sexual contact, and because sexual
contact is governed by the prevailing culture, the spread of HIV is predominantly the result of
behavioral mechanisms — not biological mechanisms. This does not downplay the importance
of biology in the process but correctly places the priority on the behavior that provides the
potential for the biological processes to run their course. Given that, I must place prority on

examining and developing models that are capable of manipulatng both behavioral and
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biological processes within a population, and the only type of model that can accomplish that

is some variation of the individual-level, stochastic simulation.

Moreover to address HIV/AIDS, I believe that it is a#ical/ to minimally model the effect of
HIV infection on: 1) mortality, ferlity, sexual mixing patterns, and household dynamics.
Because sexual intercourse mediates both conception and the transmission of the HIV, and
because barrier methods introduced to prevent either conception or the transmission of the
HIV affect both, it is absolutely necessary 1o effectively link the sex-mediated processes in the
model. The easiest way to accomplish this is to explicitly model sexual intercourse within
unions. None of the models reviewed above took this approach, and as a result all fail to
properly associate these inextricably linked processes. Any model that wishes to properly
model the impact of the HIV on a whole population, and to assess the impacts of interventons
on the whole population must completely link the transmission of the HIV to conception.

Accomplishing this link is one of the unique features of the model I have built.

Taken altogether, I seek to crcate a simulator that is capable of modeling 2 complex set of
behavioral and biological processes at the individual level, and specifically required to model
individual sexual encounters. Additionally, the simulator must model the complete
demography of an entire populaton and provide a flexible means through which to
incorporate individual-level disease transmission and progression. This can only be
accomplished with a stochastic, individual-level model that is built around a very flexible

internal representation of individuals and their connections to each other.
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The simulator presented below addresses all of these issues from a methodological perspective.
It is by no means a finished product or even one that is sadsfyingly useful in a substantive sense.
Rather it should be viewed as a successful proof of concept that clearly vindicates the basic
idea of creating an individual-level population simulator that completely links reproduction and
the transmission of sexually transmitted diseases, proves that the technological innovatdons
work well, and thar the whole thing is tractable and cheap enough to be useful. This is the

starting point from which a practically useful simulator can be created.
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AIM - WHAT DOES THE SIMULATOR DO?
The primary purpose of the model described here is to provide a tool to understand the
impact of the HIV epidemic in Africa at both the individual and the population levels, and so
far as possible, to properly associate the individual and population-level processes that
contribute to the spread and incubation of the disease. The aim is to simulate an entire
populatdon of individuals who marry, divorce, reproduce and die in ways similar to a
polygynous African population with endemic HIV. Modeling the individual-level processes in
the context of a whole population allows the individual-level behavior to be influenced by the
state of the population as a whole and in turn generates a population whose size and
composition is derived directly from the actions of the individuals who compose it. The entire
model is fully time differentiated — meaning that ali durations are specified to the smallest unit
of time available within the model and all important duration-dependent processes are
modeled as a function of duration””. Moreover, the parameter set is also time-specific allowing
the parameter values to change over tme and thereby providing the ability to model

populations going through various types of macro-demographic transitions.

The model may be used in at least two conceprually distinct ways. First with a relatively
complete set of well-measured and reliable parameters it can be used to project a real
population into the future. Numerous projections can be done to investigate different
assumptions regarding the future course of population and epidemiological processes such as

ferdlity, mortality, and various AIDS prevention and treatment programs. And since the

32 This includes individual age, duraton since infecdon with HIV, duration of marital unions and extramarital affairs, durations
of the components of the interbirth interval, and the virtual historical ime through which the simulated populaton is living.
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model is at the individual-level and therefore must be stochastic in nature, it is possible to
calculate the variance in any metric by performing the same simulation a large number of times

and pooling the results into one dara set.

Second, with or without a relatively complete set of empirical parameters the model can be
used to investigate the relative importance and sensitivity of various processes and parameters
as they contribute to the growth of an HIV epidemic and to examine a wide range of
outcomes for any set of input parameters. Viewed in this way the model may be used to
explore the entire parameter space in order to gain a holistic understanding of how an HIV
epidemic perpetuates and spreads, how the disease interacts with the population over time, and

how the structure of the population changes as the epidemic matures:

e \What patterns of networking and mixing are necessary to perpetuate an epidemic, and
how do different networking and mixing patterns affect the dynamics and penetration
of the disease into a population?

e Which parameters have the most sensitive impact on the velocity and saturation of the

epidemic?

® \What combination of parameter values is necessary to elicit negative population
growth?

® Are there different combinations of parameter settings that can accomplish the same
thing?

® What are the characteristic dynamics of the epidemic?

Are there characteristic times over which similar processes take place?

Are there sharp bifurcations or nodes in the behavior of the system that entail
precipitous changes in dynamics?

How does the structure of families change over time?

How many orphans are created and how quickly?

What is the ratio of young orphans to grandparents as an epidemic matures?

What is the classic dependency ratio over time?

By how much and how fast does the size of the economically productive population
change?

e By how much and how fast do lost wages accumulate?
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® Proportionately how many people would be eligible for treatment as the epidemic
matures?

¢ How many people need to be teated successfully to stabilize an epidemic and
eventually eradicate the disease?

¢ How many new HIV cases are prevented through the successful treatment of a single
case?

¢ How much would it cost to implement a reatment program?

¢ How much would a treatment program save in terms of lives, money, lost wages, and
future reatment?

¢ How do mortlity and fertlity rates of the population change over time as the

epidemic grows?

¢ What is the relationship between the incidence and prevalence of HIV as an epidemic
matures?

¢ Are there individuals who form particularly active nodes in the network that spreads
HIV?

¢ Are treatment and prevention programs targeted at those high infectvity nodes
effective, practical and affordable; and if so, how do they compare with non-targeted
programs?

¢ How do the simultaneous effects of HIV on mortality and fertility interact with one
another, and to what degree are these synergisuc in their overall affect on the
population?

¢ Broadly defined, what is the relative importance of social factors compared to
biological factors in the spread of an HIV epidemic?

¢ Based on a rough answer to the previous point, on what types of research and
program development should scarce money, time, and manpower be focused?

The second view of the model encourages the analyst to explore all possibilities in order to
gain an understanding of both likely and unlikely scenarios and what differendates them. An
example of this would be to create a set of model AIDS epidemics that span the most likely
scenarios for various types of populations; a set of models that could be used to characterize
and classify real epidemics, and to provide an indication of the likely future course of a real
epidemic under various assumptions. This type of approach and understanding should
contribute to the identification of the most practical, affordable, and effective strategies to limit

the future spread of the disease and alleviate the suffering of those already affected. Because
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the whole population is modeled at the individual level it is possible to implement wirtral
treatment and prevention programs targeted at individuals and to calculate the costs and
benefits of each over various periods of time at both the individual and population levels.
Although it ts unlikely that any implementable model is able to accurately predict the impact of
a treatment and prevention program on a real population, a model of this type will be able to
differentiate between those strategies that are likely to be effective or not effective and to
provide an idea of the relative costs and benefits of implementing various forms of treatment
and prevention at both the individual and the populaton level Although not entirely
satisfying, that information could save substantal time and money in the development of

practical programs to combat HIV/AIDS.

Another use to which the model may be put is to examine and measure the biases that an
AIDS epidemic may bring about in common indirect demographic measures such as the Brass
method of estmating child mortality, the sibling and cousin methods for estimating adult
mortality, and any others that rely on indirect information to infer population-level indicators.
If a valid parameter set were known, the model could be used to simulate a number of
epidemics and estimate the actual biases introduced into the measures by the disease. Without
a full valid parameter set the model could be used to generate a large number of virtual
populations that correspond to a wide range of potential real situations, and from those the

general nawre of the bias that might be encountered under different circumstances could be

identified and potendally quantified.
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Finally the model may be used to create large amounts of well-defined data describing a
population with or without AIDS. Those kind of data are necessary during the process of
implementing and debugging software to store, manipulate and analyze longitudinal data that
attempt to describe a whole population and all of the demographically important connections
berween its members. Well-defined data of this type are difficult to obtain but absolutely

essential to the creation of new software.
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ARCHITECTURE
The model described here contains the components necessary to adequately describe an entire

population of males and females who:

Enter into and terminate polygynous marriages

Enter into and terminate unlimited simultaneous extramarital affairs

Engage in sexual intercourse within marriages and extramarital affairs

Based on the number of sexual intercourse events between individuals, create

conceptions in females and transmit HIV from an infected to uninfected people

e If female and impregnated, carry a conception through gestation and birth facing the
risk of miscarriage throughout

e If HIV positive, incubate the HIV and develop AIDS over a prescribed period of time

following infection

e If HIV positve, experience varying levels of health and infectivity as the HIV
incubates

e [f female and HIV positive, infect offspring at birth

e Die

Additionally, an individual’s HIV status affects the individual’s:

Ability to infect an uninfected individual
Ability to marry

Ability to sustain a marriage

Ability to engage in an extramarital affair
Ability to sustain an extramarital affair

Ability to engage in sexual intercourse

If female, ability to conceive

[f femnale, ability to carry a conception to term
Ability to survive

The model is implemented as an individual-level, two-sex, stochastic state-transition machine.
The duration of each time step is one month. At the beginning of each month the current

status of each individual or endty is identified, and that status determines for what they are at
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risk during the current month. For each event for which an individual or entty is at risk, the
appropriate monthly hazard (between zero and one) of occurrence is retrieved based on the
individual’s or entry’s characteristics, and a random number (between zero and one) is drawn
to determine whether or not the event occurs during the current month. If the random

number is less than the hazard, the event occurs and that fact and its repercussions are

recorded in the database.

The implementation of the model is broken down into conceptual and organizationally distinct
units. The data storage and manipulation is handled by a relational database management
system, the logic of the model is implemented in a programming language, and the overall

implementration is divided into conceptual modules that interact with each other.

From here onward, the model and the logical and physical machinery necessary to implement
it are referred to variously as the simulator, the simulation and other variations of the root
simulate. This is done because there are a number of demographic and epidemiological sub
models within the simulator with the result that the term mode/ rapidly becomes ambiguous

when describing the simulator and its various components.

RELATIONAL DATABASE IMPLEMENTATION

The simulator is implemented as a reladonal database (see Appendix A) using the Microsoft

Access Database Management System (DBMS)*. The operations on the database are written

33 Microsoft . .essis not a particulary tast, efficient or scalable database management system. At the time the implementation
was started [ did not have access to either more sophisticated and scalable database management systems or to computers
powerful enough to take advantage of a better datbase management system. The finished simulator clearly demonstrates the
limimtions of Microsoft Access and because of those limitatons is not able to live up to its full potential. That problem has
already been rectified with the purchase of a dual-processor Sun Microsystems UNIX workstation that is more than capable of
running a number fast relaional database management systems with essentially unlimited scalability, including IBM’s DB2 and
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in the Microsoft Access version of the Structured Query Language (SQL, see Appendix B),
and the logic of the simulator is written in Embedded Microsoft Visual Basic and runs within
the Microsoft Access DBMS. Together the relational database and SQL provide a storage
facility and logic that are ideal to capture, store and manipulate the information that describes
individuals and the connections between them over time™. Visual Basic is a full-featured

programming language that is able to implement the additional logic required by the simulator.

DATA REPRESENTATION

Informaton describing the individuals and their relationships in the simulated population is
stored in a set of tables and relationships thar form the core structure of the data — what is
typically termed the data model. The data model for the simulator is relatively simple and
derived directly from the dara model used to store and manipulate the Gwembe population

data, described above. The core tables are described in Table 53 below:

TABLE 53: POPULATION SIMULATOR BASE TABLES

Table Name Description
thL\Lives Describes individuals
tblAUnions Describes marital and extramarital unions between males and females

tblALnkLivesUnions  Links individuals to their unions
tblAFerlityEvents Descabes the history of ferlity events for female individuals
tblAPregnanaes Descobes pregnancics

Oracle’s Orcle 8 reladonal dambase management syseems. The process of implementng the simulator in ANSI C on IBM’s
DB2 relational database management system is ongoing at this dme.

* The reladonal architecture of this model stems directdy from expedence designing dambase systems for longirudinal
demographic surveillance projects in Africa.  The dawm storage and manipulation requirements for the virtual populadons
created in these simulations are very similar to those encountered when recording the details of a real population over dme.
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TABLE 54: DESCRIPTION OF THE TBLALIVES TABLE

Name: Thl\Lives

Fields:

Name Tvpe Descnpdon

InglD Number Unique [D for this individual

bytSex Number Value comresponding to the sex of this individual: male, female

IngPregnanciyiD Number ID of the pregnancy that produced this individual

IngDOB Number Date of birth of this individual

IngDOD Nurnber Date of death of this individual

IngDOI Number Date of infection with HIV of this person

Inginfected ByID Number ID of the person who infecred this person with HIV

bytSexDrve Number Value corresponding to this person’s sex drive: five categories, | through 5
TABLE 55: DESCRIPTION OF THE TBLAUNIONS TABLE

Name: ThlAUnions

Ficlds:

Name Tvpe Description

IngID Number Unique ID for this union

bytType Number Type of the union: marriage or affair

IngDOU Number Date union initiated (date of union)

IngDOS Number Date of separation

BytEndEvent Number Type of ending (separation) even: divorce, death, end of affair

TABLE 56: DESCRIPTION OF THE TBLALNKLIVESUNIONS TABLE

Name: TblALnkLivesUnions

Fields:

Name Type Description

inglD Number Unique [D for this link

IngLifeiD Number ID of the life to which the associated union is linked

IngUnionlD Number ID of the union to which the associated life is linked
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TABLE 57: DESCRIPTION OF THE TBLAFERTILITYEVENTS TABLE

Name: Tbl\FermlityEvents

Fields:

Name Tvpe Description

LngiD Number Unique ID for this termility event

IngUnionlD Number 1D of unton with which this event s linked

IngFemalelD Number ID of femnale with whom this event is linked

bytEvent Number Value comresponding to the type of event that occurred: birth, miscartiage,
conception leading to birth, conception leading to miscarriage, end of breast
teeding, recovery after birth or miscarniage

IngDOE Number Dare of the event

TABLE 58: DESCRIPTION OF THE TBLAPREGNANCIES TABLE

Name: TtblAPregnancies

Ficlds:

Name Type Description

LngiD Number Unique ID for this peegnancy

IngUnionID Number ID of union with which this pregnancy is assocated

IngFemalelD Number ID of female with whom this pregnancy is assoctared

IngEndEvendD Number ID of ferility event :hat ended this pwgnmcv

IngDOC Number Date of conception leading to this p

IngDOE Number Date on which this pregnancy ended

bytEndTvpe Number Value indicating the type of end for this pregnancy: birth, miscarriage ot currendy

pregnant

Figure 92 displays the relationships between the base tables that store all of the data used for
the simulation. Each table is represented with a T-diagram that displays the name of the table
and all of the fields that are contained in the table. In each table there is one field with an
asterisk to the left of the vertical line; that field is the primary key for the table and contains a

unique value that identifies each row of the table.

The lines between fields in different tables indicate that there is a correspondence between the
field values in the two tbles. An arrowhead indicates a something-to-any relationship while a
blunt end indicates a something-to-one relationship. For example, the blunt-to-arrowhead line
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leading from IngID in tblALives to IngLifeID in thlALnkLivesUnions indicates that each life
may be associated with many different links to unions, but that each link to a union is
associated with just one life. Correspondingly, the blunt-to-blunt line between IngID in
tblAPregnancies to IngPregnancyID in tblALives indicates that each life is produced by just
one pregnancy and each pregnancy produces just one life — a one-to-one relatdonship (this

version of the simulator does not support twinning).

The relationship table tblALnksLivesUnions provides the mechanism to store an unlimited
number of unions for each individual and also to link both of the participating individuals to
the union that they share. The flexibility of this structure allows the storage and manipulation
of polygynous unions. Women’s fertility histories are captured and linked to both women and
the unions during which the events take place by the fertlity events and pregnancies tables.
Children are linked to their mothers and the unions that created them by the pregnancies table.
The one-to-one relationship between the IngPregnancyID field in the lives table and the IngID
field in the pregnancies table links children to the pregnancy that created them while the
relationship between the IngID field in the lives table and the IngFemaleID field in the
pregnancies table links women to the pregnancies that they have experienced. The remainder

of the relationships should be self explanatory.

SQL queries defined on this data structure are able to execute all of the operations necessary to
conduct and analyze the simulations. Virtual families can be reconstructed and all of the
standard demographic counts and rates can be calculated in a straightforward fashion using

simple temporal logic.
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Figure 92: Simulator Data Model

RECORD OF HISTORY

One of the primary aims of the simulation is to record the entire simulated histoty of both the
individuals in a virtual population and the connections that they form amongst themselves as
virtual time progresses. That is accomplished through the use of the three tables that store the
duration of the lives, unions (marital and non-marital), and pregnancies that are generated as
the simulation unfolds. The relatdonship table between the lives and unions tables and the
other reladonships between individual tables record the links berween entites (lives, unions, or
pregnancies) that prevailed over the valid duration of the entities themselves. The fertility

events table simply keeps track of the sequence of fertility events that each woman
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experiences. The end result is a very simple temporal database that can adequately store and
manipulate the history of a simulated population. The final product resulting from a run of the
simulation is a complete history of the virtual individuals who lived during the period of time

over which the simulation was run.

INDIVIDUAL-LEVEL

The simulation operates at the individual level by creating and manipulating individual lives — or
virtual people. All of the operations conducted by the simulation operate on individuals: for
example, the formation of a union between two individuals, dissolution of a union, an
intercourse event, a conception, a miscarriage, a birth, the cessation of breast feeding, or the
transmission of the HIV between two people. Reasons to simulate individuals rather than

populations are both substantve and methodological

The individual level readily allows the simulation of families and the interpersonal ties that are
crucial for the transmission of HIV. The ability to simulate families as collections of
individuals permits the analyst to study the intra-family dependency ratos, to compare families
with and without an HIV-death, and to reconstruct in detail the formation of families and their
potendal destruction by HIV. The individual level also permits the reccnstruction of
ansmission networks through which HIV is passed and the identificaion and

characterization of potentially important nodes in those transmission networks.

The typical alternative to building the model at the individual level is to specify the model at
the population level. A population-level model is defined relative to various aggregations of

individuals that as a group occupy different states such as ‘HIV negative’, ‘twenty years old’,
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‘female’ or ‘unmarried’. The dynamics of such a model are designated using differential
equations that specify the fraction of each group moves to another group or state during a

period of time.

There are three strong advantages to a population-level model specified in this way: 1) the
actual specification is concise and easy to read if one is familiar with differential equations, 2)
the implementation of the simulation is accomplished using relatively standard numerical
simulation techniques well known to mathematicians and engineers, and 3) it is sometimes
possible to solve the collection of differential equations to derive reladonships that are not
known a priori. The allure of the third point is powerful but elusive. As the complexity of the
model grows the likelihood that it can be solved in closed form diminishes rapidly, and in
practice most models that are sufficiently descriptve to be of interest cannot be solved
satisfactorily, and without a solution much of the advantage of the differential equation

specification is lost.

A clear disadvantage to the differential equation specification is that it can be difficult to bring
closure to processes that fundamentally occur between individuals and not berween
populations; examples being sexual intercourse and the formaton of male-female unions. The
differential equation specification would have a defined fraction of males of age x marrying a
defined fraction of females age y (for various combinations of x and y); however, it is rare that
the number of males and females specified in this way is equal as it must be to properly model

the formation of marital unions. Various solutions to solve problems like this are invented to
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force parity on pairing processes, but all appear unsatisfactorily @/ hoc when compared to

reality.

Another disadvantage of the differential equation models is that their specification does not
necessarily record history, and certainly does not record the history of individuals. As a result
it is not possible to examine such things as HIV transmission networks or the evoludon of

specific families or individuals.

Finally, for most researchers and analysts in medicine, public health and demography the
differential equation models have the disadvantage of being virtually indecipherable due to the
fact that they are build using foreign concepts and written in a foreign language: namely
differential calculus. Although this is not an inherent disadvantage of these kinds of models, it
is a practical disadvantage that limits the extent to which they are constructed and utilized in
the above-menticned fields. Furthermore, even when good models of this type exist the
results they produce are under utilized because the process through which they are produced is

inaccessible to many researchers.

In contrast the individual-level state-transition machine described here is built on relatively
simple concepts that are directly derived from the statistical principles underlying much of the
analysis carried out by researchers in medicine, public health and demography — namely state
transition probabilities defined over specified periods of time, or hazards. The structure of the
model is more complex than most, but it is all built on that simple principle. It is hoped that
this makes the model more accessible to a wide range of researchers and endows the results

that it produces with more credibility in their eyes.
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Compared to the population-level differential equation models, the individual-level state

transition machine:

¢ explicitly models individuals and the interactions between individuals instead of groups
of individuals and the interactions between groups of individuals

is harder to specify and describe in concise terms

cannot be solved explicitly

is non-deterministic or stochastic which allows the calculaton of the likelihood of
various outcomes

may require more parameters

is easier to extend and add onto

requires more storage space to run

requires roughly the same amount of computation to run

produces both population and individual histories instead of only population histories

is conceptually simpler and more accessible

may be more complicated in its practical implernentadon

is more flexible and easier to manipulate

An individual-level model of the type described here operates at the level of individual people
by modeling and manipulating the interactions between individuals. In so doing it creates
histories for each of the individuals in the simulated population that can be analyzed individually
or at an arbitrary level of aggregadon. The individual histories provide the basis to examine
the formation and evolution of interconnected groups of individuals such as families and HIV
wansmission networks. Operating at the individual-level allows the explicit modeling of
disease processes that depend substandially on the dynamics of interpersonal contact. AIDS is
a good example of a disease that is passed between individuals during intimate interpersonal
contact that is purposeful and largely under the control of the persons. contacting each other.

To the extent that people control their contact and that the rules governing those contacts are
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known, the transmission of HIV is something that is able to be understood, modeled and
controlled. This clearly differentiates HIV from environmentally transmitted diseases such as
malaria or schistosomiasis or other health problems that operate more generally on groups of
people such as malnutriion or disorders associated with aging. In those cases models
operating at the population level are more appropriate as there is little or no individual-level
variation or individual contribution involved with the transmission or acquisition of the
disease. HIV is clearly different, and there is a clear advantage to being able to model

individuals and their behavior.

POPULATION-LEVEL

In so far as a collection of individuals composes a populaton, the individual-level state
transition machine described here models a population. The population that is modeled is
simply the collection of all the virtual individuals who are created by the simulation. All of the
population level measures that are familiar to demographers may be calculated over the
population of virtual individuals who are created by the simulation over a specified period of
time; including per period growth rates indexed by sex, age or any other individual attribute,
and period and cohort fertility and mortality rates indexed by sex and age. The composition of
the virtual population over time may be quantfied in an arbitrary way limited only by the
degree of variability that is recognized and recorded between the individuals composing the

population.

RESULTS

The resuit produced by the simulator is a collection of individual histories and histories of
relationships between the individuals. The histories consist of sequences of events associated
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with individuals that define state-time intervals that are in turn associated with individuals or
relatonships berween individuals. For example, an individual is alive between their date of
birth and date of death, and they may be associated with various other individuals of the
opposite sex through marriage during the time when they are alive. Each of those unions is
valid between its date of union an date of separation and is associated with the two individuals
who participate in each union. The resw/ is analyzed in exactly the same way as an empirical
longitudinal data set describing the basic demographic dynamics of a real population. Both
individual event histories and aggregate population-level measures may be produced from the

resull.

MODULAR CONSTRUCTION & EXTEMSABILITY

The simulator is divided into modules, each of which is responsible for the dynamics of a
particular process such as reproduction or death. This partidons the simulator in a way that
allows the logic of each process to be self-contained and easy to develop, maintain and extend
if necessary. It also clearly separates the storage and manipulation of the states and state-time
intervals that are associated with each process and provides a clear interface between them.
The definition of this interface is valuable in that it provides a clear avenue through which the
different processes may influence each other. Moreover this structure is naturally extensible

allowing the easy addition of more self-contained modules.

ESSENTIAL MODULES
The essential modules govern the fundamental demographic dynamics of a population and

include:
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fertility — manages all aspects of reproduction except pairing and intercourse
mortality — manages all aspects of death

nuptality — manages pairing into and separating from marital unions

extramarital affairs — manages pairing into and separating from extramarital unions
sexual intercourse — manages intercourse

The one additional module implemented in the simulator at this time is the HIV module that
regulates the progression of AIDS within an individual and the effect that an individual’s HIV

status has on all of the other processes that involve the infected person.

ADDING A MODULE

Adding a module is a relatively straightforward process that involves the definition of the level
at which the new process operates (individual, iniira-individual, group etc.), the new states that
are necessary to describe the reality that is modeled, the storage requirements for those states,
the logic necessary to govern the transfer to and from those states, and last how the

occupation of the new states will affect the transfer probabilities to and from already modeled

states.

Additional modules that are being considered for future versions of the simulator include
those necessary to model Tuberculosis, Malaria, Migration, hereditary transmission of traits,
and environmental influences. The first three are desirable additions to improve the ability to
model processes that interact with and impact the development of an HIV/AIDS epidemic or

pandemic. Together the last two form the basis for modeling an evolving population.

ACCOUNTING FOR PARAMETERS AND TIME

The parameters necessary for each module are discussed below. There are a large number of

parameters necessary to describe even a static population — on the order of hundreds. Because

253

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the real populations that this model aims to describe are undergoing rapid demographic
transformation at this time, it is necessary to have the ability to change the parameter values
over time in order to properly model the changing demographic reality. For example,
countries like Zimbabwe and South Africa are going through fertility transitions at this time,
and untl recenty underlying mortality was also trending downward. Those changes are
occurring simultaneous with the rapidly growing AIDS pandemic and form the foundation

upon which AIDS is affecting the population.

GRANULARITY OF TIME-STEP

Time enters into the structure of the simulator in a number of ways. There is a fundamental
time step or gramularity to the time that is modelcd. The notion of a granule represents the
shortest period of time over which change is measured or modeled. As mentioned above, the
state transition machine works on a granularity of one month: all transitions occur over the
period of one month, the hazards representing the transition probabilities are referenced to the
period of one month, and the simulator steps through virtual time one month at a tme. There
are other reasonable choices for the base granularity including ‘day’, ‘quarter’, or ‘year’;
however, the processes modeled have dynamics that are roughly on the time scale a month
making month the natural choice for the granularity of the tdme step. Conception, pregnancy,
birth, and the other fertility-related processes all operate at the level of months, a life can be
readily measured in units of a month, and it is not unreasonable to quantify the probability of
dying during the period of a month, and likewise for marriages and affairs. The only process
included in the model that is not well-described on the time scale of a month is sexual

intercourse. It seems more natural to measure and apply the probability of engaging in sexual
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intercourse over the period of one day or one week. The solution to this problem is discussed

below in the section describing the intercourse module.

The other notions of ume inherent in the model are the granularity of the variation in
parameters with tme and age. Most of the parameters take constant values over the standard
five-year age groups used by demographers and also over five-year periods of simulated time.
These granularities were chosen more out of convenience in order to keep the number of
parameters from growing to a truly untenable number. It is also reasonable to assume that at
most ages and times, the parameter values are not changing so rapidly as to require a finer level

of granularity in their specification.

TIME VARYING PARAMETERS

The majority of the parameters in the model can vary with time. All parameters that do vary
with time are constant over tive-year periods, and currently the simulator stores and utilizes
forty sets of five-year parameter values. This number is arbitrary and can be expanded if

necessary; however, it is thought that 200 year’s worth of simulation is probably sufficient for

most purposes’ .

ODDS & ODDS RATIOS

The parameter sets are stored in terms of a base set and odds ratios that define modifications
to the base parameter set. The values for all of the hazards that prevail in the first period are

stored as they are. For each of the 39 additional periods that that the simulator can model,

3 In point of fact 200 yvear’s worth of simulation is substntally beyond the storage and computational capacity of the
Microsoft Access database management system!
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there is a set of odds ratios that describe by how much the base hazards are to be multplied
for each period. The odds ratio scheme has the significant advantage that it never produces
invalid hazards — less than zero or greater than one. The odds ratio is also intuitively appealing
and commonly understood by a wide range of researchers. The disadvantage is that the odds
transformation is not linear, but for relatively small deviations it is sufficiently linear to be
acceptable. Moreover, the analyst can easily ensure that the desired hazards are indeed

produced by the odds transformation by working the transformaton backwards.
The real reason why this scheme is chosen ts to ensure valid hazards at all dmes.

SIMULATION OF INTERCOURSE EVENTS

Sex is the activity that confers a tisk to both conception and the transmission of HIV, and
consequently modeling intercourse events is necessary to properly link reproduction and the
transmission of HIV. Furthermore, since HIV affects a woman’s fecundity and most likely
also affects individuals’ likelihood of engaging in sexual intercourse there is substantial
interaction between being HIV positive and sexual intercourse and the repercussions of sexual
intercourse. It is fundamental to this model that individual sexual intercourse events and the

their consequences are modeled and simulated.

REPRODUCTION

A woman’s probability of conceiving during a month depends strongly on the number of
intercourse event to which she is exposed. The interbirth interval model of fecundability
(Bongaarts and Potter 1983) is used to generate a monthly probability of conception as a

functon of the number of intercourse events to which a woman is exposed and a number of
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other parameters describing various components of the interbirth interval, see the description

of the fertility module below.

TRANSMISSION OF HIV

The probability of transmiting HIV from an infected individual to an uninfected individual is
specified and modeled per individual intercourse act. Data describing empirical per
intercourse HIV transmission probabilides from Rakai, Uganda (Gray 2000) are used to

calibrate this component of the model

COMPLETE LINKAGE OF REPRODUCTION AND TRANSMISSION OF
HIV

The overall aim of this simulation is to model an entre population as an HIV epidemic
untolds. Because the HIV is a sexually transmitted disease, the exposure to infection is directly
proportional to the exposure to conception, and consequently basic reproduction of both the
disease and its host population are dghtly linked. Augmenting and modifying that link is the
fact that HIV infecton affects fecundability and the likellhood of intercourse. In sum, it
would be unwise to unlink reproduction and the transmission of HIV, and the only good way

to link them is to model individual sexual intercourse events.

The following sections describe each of the modules in detail and provide the basic parameters

used by each.
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MORTALITY MODULE
The mortality module governs the rate with which individuals in the simulated population die.

An individual’s probability of death is a function of their sex, age, and HIV status.

Once during each month of the simulation, each individual’s hazard of death is calculated
based on their sex, age at the beginning of the month, and HIV status at the beginning of the
month. A random number between 0.0 and 1.0 is drawn for each individual and compared to
their hazard of death for that month, and if the random number is less than their hazard of
death, they die during that month. That transition is recorded by placing the value of the

month in the Date of Death (DOD) field of their record in the Lives table.

After someone has died, they are no longer at risk for any event of any kind. If the dead
person was participating in any marital unions at the time of his or her death, those unions are
terminated and it is recorded that thie terminating event was a death. If the surviving spouse is
female she is immediately at risk to form another union starting in the month following the

one in which her spouse died.

LOGIC

The mortality rate is conceptualized and implemented as a monthly hazard of dying — the
probability of death faced over the duration of one month. The underlying hazard of death is
specified as a function of sex and age, and if an individual is HIV positive the hazard of death

is increased in proportion to the current viral load possessed by the individual, see HIV

Module below.
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Because values of the hazard of death are restricted to the range zero to one, the method used
to augment the hazard of death for HIV positive individuals must ensure that the hazard of
death does not exceed one. This is accomplished by adding a fraction of the difference
between one and the underlying hazard of death (the hazard of survival) that is proportional to
the individual’s viral load. Pur another way, an HIV positive individual’s hazard of survival is

diminished by an amount that is proportional to their viral load, Equation 19.

V=7 +=7)v -k

Equation 19: Monthly Hazard of Death

Where y,, is the monthly hazard of death for a given age (d) and sex (5), ¥~ is the underlying
monthly hazard of death, Vis the current viral load possessed by the individual (restricted to
values between zero and one), and £ is a scaling factor that takes values between zero and one
and mediates the strength of the impact of the viral load. If £ is zero then there is no effect of
HIV on mortality, as & increases the impact of the viral load (and thereby the fact of being
HIV positive for a given duration) increases. The scaling factor is included to give the model

more flexibility, but under most circumstances it is set to a value of one.

The monthly hazard of death that is applied to an individual is a composition of the underlying
hazard of death and the infected duration-specific impact of HIV. The infected duraton
component of mortality is solely a function of the length of time that a person has been
infected with HIV (operating through the viral load parameter) and is totally independent of
age. This is almost certainly an incorrect assumption, but I believe it is better than assuming a
non-infected duration-specific impact of HIV that is instead dependent on age. Moreover, I
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have not been able to locate reliable data that would allow the calculation of the age/infected

duration interaction that is necessary to correct this assumption.

EMPIRICAL MORTALITY HAZARDS

The empirical monthly hazards of death are derived from the annual hazards of death
estimated using the Gwembe data. The underlying age-patterns of death should not be
affected by HIV-related mortality because the simulation will add the effect of HIV for those
who are infected. This is a problem where the Gwembe data are concerned because there is
no information on cause of death and therefore it is not possible to subtract HIV-related
mortality from all-cause mortality (a difficult task even if the data were available because of the
unknown but likely very important interactions between HIV and the other disease-related
causes of death). The solution to this problem lies in the fact that much of the Gwembe data
were collected before HIV had a significant affect on the population — all the data collected
berween 1957 and about 1985 are almost entirely free of HIV-related mortality. Estimates of
mortality using that data correspond to all-cause mortality in the absence of HIV.
Additionally, it is possible to specify a fractional polynomial logistic regression model that does
not readily capture changes in the age-pattern of mortality over short age intervals. Both of
these observations are used to calculate an essendally HIV-free age-pattern of mortality for

males and females.

The data used to estimate the monthly hazard of mortality are contained in the familiar
individual Person-Year Data Set discussed at length above in Part 2. All male and female

person years exposed to death between the ages of zero and 79 over the period 1957 to 1995
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are used®. The fractional polynomial logistic regression model used to estimate the annual

probability of dying is specified in Equadon 20.

o225t ) v
1-p(;a)

sa+4
10

Equation 20: Fractional Polynomial Logisuc Model of the Annual Probability of Death

X=

Where pf;u) is the annual probability of dying between ages « and «+5 (standard five-year age
groups), s is a dummy variable specifying sex, and ¢ is the constant. This model is fit using

STATA’s fracpoly and logistic routines.

Because the unit of analysis is the person-year the resulting annual sex/age-specific annual
probabilities of death correspond to sex/age-specific annual hazards of death. Another benefit
of the fractional polynomial specification is that the annual hazard of death is a continuous
function of age, and that provides the means to extrapolate the annual hazard of death beyond
age 79. This is done to create annual hazards of death for ages 80 to 119. The extrapolated
values must not be viewed as ra/ measurements of any kind, but rather reasonable values
based on the estimated values between ages 0 and 79. They are necessary to chse the

simulation gracefully at ages 80 and older.

The annual hazards of death are transformed into monthly hazards of death according to

Equation 21, below.

% The fractional polynomial logistc regression moddl fits all of the person vears for all ages and periods simultancously so that
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Yo =1-(-T, )

Equation 2!: Transformation of Annual Hazard to Monthly Hazard

Where y,. is the monthly hazard of death and I, is the annual hazard of death.

The underlying monthly sex/age-specific hazards of death used in the simulations are

displayed in Table 59, below.

TABLE 59: UNDERLYING
MONTHLY HAZARD OF DEATH

_ Age Male Female

0 0.011362 0.009975
14 0.002163 0.001884
3-9 0.000785 0.000683
10-14 0.000475 0.000414
15-19 0.000378 0.000329
20-24 0.000354 0.000308
2520 H00N3T2 NNANN32L
30-34 0.000423 0.000368
35-39 0.000511 0.000-4-44
044 0.000646 0.000562
45-49 0.000846 0.000736
50-54 0001141 0.000993
55-39 0.001573 0.001370
60-64 0.002210 0.001926
63-69 0.003150 0.002747
T0-74 0.004538 0.003962
75-79 0.006585 0.005759
80-84 0.009589 0.008-407
85-89 0.013952 0.012274
90-94 0.020183 0.017840
95-99 0.028860 0.025671
100-104 0.0405.40 0.036349
105-109 0.055614 0.050338
1Ho-114 0.074163 0.067830
115+ 0.09589%6 0.088649

the dara not affected by HIV substantally outweights the relatively shorr, recent period when HIV has affected the populaton.
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Figure 93 displays the monthly hazard of death used in the simulation, and for comparison’s
sake also displays the corresponding annual hazard of death and the equivalent life table

probability of dying over a five-year age interval, q,.
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Figure 93: Hazard of Death and Life Table nq«

PARAMETER STRUCTURE

The simulation requires parameters sufficient to specify the monthly hazard of death by sex
and age over five-year age intervals and five-year time intervals. This is accomplished by
providing the model with the annual odds of death compared to the zero to one age group
(the transformation from annual to monthly hazards is accomplished by the simulation).
Additionally, the simulation is provided with the odds of death for each five-year age group
during each five-year period subsequent to the initial period compared to the initial period. In

this manner the odds of death used by the simulation can vary independently by sex, age (five-
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year groups), and time period (five-year periods) over a total period of 205 years (40 five-year
periods subsequent to the initial period). The advantage of specifying this variation using odds
is that the resulting annual hazards are naturally restricted to the necessary range between zero
and one. One disadvantage is that the transformation from odds to probabilities is not linear,

but for relatively small changes it is sufficiently linear be useful.

The mortality parameter set allows the monthly hazard of death to be specified independently

by sex, five-year age group, and five-year period. The number of parameters used to do this is

2,050.

DESIRABLE ADDITIONS

The literature is relatively vague in its description of the relationship between an individual’s
viral load and their probability of death. An HIV positive individual’s probability of death
appears to be more tightly linked to their CD4 cell count which in tum depends on their viral
load. To properly understand these relationships it is necessary to know how the immune
system and the HIV interact with each other, and in turn how the immune system interacts
with opportunistic infects as it is slowly compromised by HIV. I was not able to find a good

description of any of these relationships in the literature.

I formulated and tested a simple differential equation model of the interaction of viral load and
CD#4 count that appears to fit the existing data from the West relatvely well. However,
without significant work to ensure that it accurately models the HIV-immune system
interaction in Africa, and lacking the data necessary to examine that question, I have

postponed the use of the viral load/CD4 model until the next generation of the simulation.
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INTERCOURSE MODULE
The intercourse module manages the number of intercourse events experienced by both

married couples and people engaged in extramarital unions.

LOGIC

Intercourse is assumed to occur berween exactly one male and one female. Male-female pairs
who are at risk for intercourse are identified as those who are engaged in either married or
extramarital unions during the current month. It is assumed that there are an average of 26
days during the month when the couple is at risk for intercourse, four or five days being
removed for the period of menstruation. For each of those 26 days, the couple is exposed to
an empirically estimated daily hazard of intercourse. A random number is drawn to determine
if an intercourse event takes place; if the random number is less than the daily hazard of
intercourse, then an intercourse event takes place between the two individuals participating in
the union. The number of intercourse events that take place during the course of the month
are cumulated to yield a total number of intercourse events for each couple for the current
month. That number is recorded temporarily and used by both the fertility and HIV modules.
This is a stochastically determined value and varies considerably from month to month and

couple to couple even if nothing else changes.

EMPIRICAL INTERCOURSE PROBABILITIES
The empirical daily hazards of intercourse are estimated from the Gwembe fertility data based
on the observed interbirth intervals. The general method is to work backwards from observed

interbirth intervals to the number of intercourse events that were necessary to produce them.
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The overriding assumption being made throughout is that there is negligible use of effective
means of contraception, and for the Gwembe untl very recently that is a tenable assumption.

The observed intervals bear this out as they are very short indeed and correspond to a ferulity

regime that is very high.

METHOD

The interbirth interval is broken down into its constituent elements, one of which is the
waiting time to conception. Assuming that the probability of conception fis constant, the
waiting time to conception is the inverse of £ It is possible to write fas a function of the other
parameters of the average interbirth interval including the average duration of the interbirth
interval. Consequently, if the average interbirth interval is known and if the other parameters

can be assigned reasonable values, it is possible to estimate /.

fis in turn a function of four other parameters: 1) the probability that the cycle is ovulatory, 2)
the probability that insemination occurs during the fertile period in the middle of the cycle, 3)
that the insemination leads to fertilization, and 4) that the ferulization leads to a successfully
implanted embryo. The values of first and last two are known to be roughly 0.95, 0.95 and 0.5.
The value of the second can be written as a straightforward combinatorial function of the
number of randomly distributed intercourse events during the month and the number of days
during the month that the woman is exposed to intercourse. That expression can be
rearranged and combined with the known values of the other three probabilities to yield the

number of intercourse events per month as a function of £
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Substituting in the value of fcalculated from the data provides an estimate of the number of

intercourse events per month.

See Bongaarts and Porter (Bongaarts and Potrer 1983) for a deeper discussion of all of the

basic ideas manipulated here.

CALCULATION OF FECUNDABILITY: f

The interbirth interval can be broken down into the following segments:

e A fertile period during which the woman is exposed to intercourse but is not yet
pregnant: w the “waiting time to concepuon”
e A sterile period following conception and prior the termination of the pregnancy: g
“gestation”
¢ A sterile period following the termination of the pregnancy: p
The durarinn of the fertile waiting time to conception is determined by the woman's intrinsic
fecundability, the frequency with which she has intercourse with a viable male, and the

effectiveness of her contraception. The duration of this period for a population of women is

approximately:

1.5

)

Equation 22: Average Waiting Time to Conception

/is the monthly probability of conception or fecundabifity and is assumed to be constant through

time. e is the effectiveness of contraception and takes values from zero (not effective) to one
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(completely effective). The value of 1.5 in the numerator reflects the inherent heterogeneiry

among women with respect to fecundability.

The average duration of the gestation period is very nearly equal to nine months for
pregnancies that end in a birth and equal to several months for pregnancies that end in a
miscarriage. The sterile period following the end of a pregnancy is short for pregnancies
ending in a miscarriage. For pregnancies ending in a birth it is a direct function of the intensity

and duration of breastfeeding,

The sterile period following conception, composed of gestation and the period immediately
following the end of the pregnancy, is assigned the variable § for pregnancies ending in a birth
and §* for pregnancies ending in a miscarriage. The variance in § is relatively small while the

variance in 5* can be larger compared to the mean duration.

The average interbirth interval for a pregnancy ending in a birth I, can be wrirtten as the sum of

the waiting time to conception and the sterile period following conception:

1.5

Equation 23: Average Duratoin of Interbirth Interval Ending in a Birth

The average interbirth interval for a pregnancy ending in a miscarriage can be written using the

same expression substituting §* for S.
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[t we assign £ to be the ratio of the number of miscarried conceptions to the number of
conceptions that result in a live birth, we can write the average interbirth interval I as the sum
of the average interval terminating in a birth plus the average interval terminating in a

miscarriage, or:

1.5 1.5
[—m‘l‘fi‘é(m"‘f )

Equation 24: Average Interbirth Interval

Rearranging this equation to isolate fyields:

_ 1.5(1+ £)
f_(I-.S‘-,é.Y"‘)(I—e)

Equation 23: Probability of Conception During One Month

CALCULATION OF THE AVERAGE NUMBER OF INTERCOURSE
EVENTS PER MONTH: »

The probability that at least one intercourse event will coincide with the roughly two-day fertile

period of a woman's menstrual cycle is:

—1- (M=nXM—-n-1)
2 (a2 - M)

Equation 26: Probability that Intercourse Coincides with Ferdle Period
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where M is the total number of days during a woman's cycle that she is exposed to intercourse

and # is the number of randomly distributed intercourse events occurring during those M days.

Knowing that fis a funcdon of: 1) the probability that the cycle is ovulatory 0.95, 2) the
probability that insemination occurs during the two-day fertle period during the middle of the
cycle p, above, 3) the probability that insemination leads to ferdlization 0.95, and 4) the

probability that fertilization leads to a successfully implanted embryo 0.5 yields,

f=(0.95)°0.5p=0.45p

Equation 27: Fecundability as 2 Function of p

Rearranging this and subsdtuting in the expression for p vields:

LN Kd

p=m-L_1 1+4(1—L)(M=-M)
2 2 045

Equation 28: The Number of Intercourse Events During a Month as a Function of fand M

Substituting in the expression for fyields:

19—

11 1.5(1+ £) 2
n=M—;—;[1+4(1— ))(M —M))

0.45(I =5 - £S5 *N1—¢

Equation 29: The Number of Intercourse Events During 2 Month as 2 Function of Basic Parameters
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To obtain the daily hazard of intercourse H, the value of # estimated using Equation 29 is

divided by the number of days of exposure M,

19 ) =

L S 1.5(1+£) A
H=-"=1 (1+4(1 )(l_e))(w w))

M M 2M C045(I—S—&S*

Equaton 3(: The Number of Intercourse Events During a Month as a Funcrion of Basic Parameters

Equatdon 30 indicates the H is a function of & ¢, 5, $* M, and I. £ is assumed to take a value
of 0.35, 5 13.4 months, $* 4 months, and M 26 days. All of these are relatively standard values
obtained from Bongaarts and Potter (Bongaarts and Potter 1983) except for 5, the mean sterile
period following a birth. The value of 13.4 is composed of nine months for gestation and 4.4
months of exclusive breastfeeding during which sterility is maintained. The later was estimated
by the 1996 DHS survey of Zambia for women living in the Southern Province of the country.

The only remaining variable is /, the interbirth interval.

The predicted empirical interbirth intervals as a furction of female and male age are obtained
by estimating a dummy variable linear ordinary least squares regression on the individual
Person Years data set. The model is simple and very similar to all of the dummy variable
specified logistic regression models discussed in the previous part. The independent variable is
the duration of the most recent closed interbirth interval and the independent variables are
dummies representing male and female age independently in five-year age groups with 15-19 as
the comparison group. Male/female age/age interaction dummy variable are also included for

ages 20 and older to make each age/age cell fully independent.
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The predicted interbith intervals are substituted into Equation 30 along with the assumed
values for the other variables to yield the estimated daily hazard of intercourse as a function of
male and female age. The result is a table of daily hazards of intercourse with one cell for each
(malc age, female age) pair in a five-year grid over ages 15 to 79. The reader may wonder what
happened to the cells for which females are older than age 50. The estimated coefficients
resulting from the regression were used to extend the predicted interbirth intervals into cells
for which women are aged 50 or more. Although it is impossible for women to reproduce and
have birth intervals after menopause, the model assumes that the trend in interbirth interval
with female age would continue if females were akle to have children at older ages. Since we

are acrually interested in their frequency of intercourse and not their fertility, this is not wrong.
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—
Daily Hazard of Intercourse

Daily Hazarg of Intercourge

Figure 94: Daily Hazard of Intercourse

It is, however, unsatsfactory and is used only in the absence of a reasonable alternative. The

result is a fairly uneven surface that reflects a good deal of stochasticity in the estimates. The
surface is smoothed using a two-dimensional moving average to produce a reasonably smooth
surface that does not represent substantial uneven change form one cell to the next. Finally,

the hazards are extrapolated using an exponential fit to extend into cells where men or women
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are aged 80 and older. The estimated daily hazards of intercourse used by the simulator are

displayed in Figure 94.

[t is worth nothing here that the age pattern of the ferdlity of the simulated population
depends on two things: the male age/female age pattern of pairing which exposes couples to
intercourse, and the male age/female age pattern of the daily hazard of intercourse. The
fecundity of the female is solely a functon of her exposure to intercourse and other fixed
factors, so any female age pattern of fertility arises from that and not from an explicit modeling
of the age-dependence of a female’s fecundity. This is another refinement to the fertility

model that needs to be made in the future.

PARAMETER STRUCTURE

The parameters used for the intercourse module are very simple, and they are not allowed to
vary with dme like most of the other parameters. It is assumed that the libido of individuals
and couples of a certain age does not change dramatically over time, and even if it did, I have

no idea where to find data that would shed some light on how it might change.

The daily hazards of intercourse are stored in a two dimensional table that is accessed by the
intercourse module in order to calculate the number of intercourse events experienced by a

couple whose members are of a certain age.
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FERTILITY MODULE
The fertility module manages all aspects of female reproduction and the linking of children to

the union from which they are created, and hence to their parents.

LOGIC

The logic employed in the fertlity module is based on the interbirth interval model of human

reproduction (Bongaarts and Potter 1983). The interbirth interval is divided into periods

associated with:

the waiting time to conception,

the period of gestation,

the period of recovery following a birth, and
the period of recovery following a miscarriage.

el A e

The events that sequence these components of the interbirth interval are:

recovery and end of breastfeeding and return of fecundity after a birth, or
recovery and return of fecundity after a miscarriage.

1. a conception leading to a birth, or

2. aconception leading to a miscarriage,
3. abirth, or

4. a miscarriage,

5.

6.

The duration of each component of the interbirth interval is determined stochastically based
either on a monthly hazard of occurrence or on a specified mean value with some degree of

variation around. This uses the same interbirth interval model presented above in the
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intercourse module, but in reverse. The interbirth interval is specified by Equaton 24 and is

repeated here for reference:

1.5 1.5 .
’“m””(m” J

Equadon 31: Average Interbirth Interval

Where ['is the average interbirth interval, fis the monthly the woman’s fecundability (monthly
hazard of conception), § is the average period of sterility associated with a birth, £ is the ratio
of conceptions leading to a miscarriage to the number of conceptions leading to a birth, and $*
is the period of sterility associated with a miscarriage (see above for an explanation of this

relationship).

The value of £ is assumed to be 0.35, and the average values of 5 and S* are assumed to be 21
(nine months of gestaton and twelve months of breastfeeding and recovery) and six (two
months of gestation and four months of recovery) months respectively, and the variance

around the non-gestation components of § and S*is 1.8 (standard deviation of 1.33).

FECUNDABILITY AND CONCEPTION

Every month, the number of intercourse events experienced by a woman (see the Intercourse
Module) is used to calculate her fecundability f based on Equadon 27. A random number
between zero and one is drawn to determine whether or not she will conceive during the

month; if the random number is less than her fecundability for the month, she conceives. If
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concepton occurs, another random number is drawn to determine if the concepton will

terminate in a miscarriage or a birth based on the value of 4.

If 2 conception leads to a birth, the period gestation is assumed to nine months followed by a
variable period of breastfeeding and recovery with a mean duration of twelve months (SD =
1.8 months). If the concepton leads to a miscarriage, the period of gestaton is assumed to be
two months followed by a variable period of recovery with mean four months SD = 1.8
months). After recovery or the end of breastfeeding the women is assumed to be fecund again
and is exposed to conception if she is exposed to intercourse. To account for menopause, a
woman’s fecundability declines linearly between ages 40 and 50, and after age 50 a woman is

not able to conceive at all.

When a conception leads to a birth the sex of the child is determined stochastically at the time
of birth, and the proportion of males to females is assumed to be the reladvely standard 102
that is empirically observed in Black populations. When a birth occurs, a new life is created in
the table tblALives, the pregnancy that gave rise to the birth is closed, and the appropriate
links are created between the new life and both the birth event and pregnancy to which it is

related.

The current version of the simulator does not model or allow multiple births — twins, triplets

etc.

277

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



MARRIED & UNMARRIED FERTILITY

Because the simulator forms and dissolves extramarital affairs, women are exposed to sexual
intercourse both within and outside of marriage. As a result, there is the potendal for
reproduction inside and outside of marriage. The intercourse module exposes all couples to
the risk of intercourse, and the fertlity module uses the number of intercourse events
experienced by each couple, married or unmarried, to calculate the woman’s fecundability and

hence her ferulity.

The alert reader will notice that a problem arises here due to the discrepancy between the
granularity of time used to model intercourse and the granularity of tme used to model the
other fertlity events; namely, it is not possible to accurately determine paternity when a
woman has experienced intercourse with more than one man during a month. This is a
serious problem with the simulator that must be solved in future versions. The current version
implements a half-way fix by employing a probabilistic algorithm to determine paternity.
Briefly, the probability that paternity is assigned to an individual man is equal to the number of
umes he has experienced intercourse with a woman during a month divided by the total
number of intercourse events the woman has experienced with any man during the month.
On average this scheme assigns paternity correctly. However, on an individual basis, it does
not, and in order to model genetic heretability, as [ would like to do in the future, this issue

must be solved correctly.

REPRODUCTIVE HISTORIES

The simulator stores the reproductive histories of all women in the table tblAFertlityEvents.
For each woman this table records the complete sequence of all the fertlity events she
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experiences in her life from the tme she starts being exposed to intercourse sometime in her
late teens until menopause berween ages 40 and 50. Each record in this table stores the type
of event that occurred, the date on which it occurred, the ID of the woman to which it
occurred, and when appropriate the ID of the union during which it took place — and hence to

the male parter.

Another table in the simulator stores specific information about pregnancies. This table exists
primarily as a relatonship to link individual children to their mothers, the union that the
mother was in at the tme of conception, and the fertlity events that led to their birth.
Additonally it stores the date of conception and end date of the pregnancy along with the type
of termination, birth or miscarriage, and the Ids of the eveuts that define the pregnancy. This

allows the straightforward analysis of pregnancies and miscarriages.

CONTRACEPTION

In its current version the simulator allows for non-age-specific contraception through the
adjustment of ¢ in Equation 31. As ¢ increases from zero to one, the effectiveness of
contraception increases from none to complete, and a woman’s fecundability is reduced to
zero. Correspondingly as e increases and fecundability decreases, the waiting tme to

conception increases to infinity as ¢ reaches a value of one.

FETAL WASTAGE

Fetal wastage are modeled in a very crude way through the £ parameter. The ratdo of
conceptions leading to miscarriage to the number of conceptions leading to a birth is k, and

the duration a gestation leading to a miscarriage is fixed. As described below, if the woman is
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infected with HIV the ratio of miscarriages to births increases with her viral load. In this

system, the sex of a child is assigned at birth, and the ratio of

Reality is substantially more complex with this, and deserves to be modeled more carefully. In
partcular, the sex of an embryo is determined at the time of conception, and the ratio of male
to female embryos at the time of conception, the primary sex ratio, is heavily weighted toward
males who face a substantally higher risk of intrauterine death throughout gestation. The sex
and duration-specific differental in intrauterine death is understood well enough to be
modeled, and it is likely to be strongly affected by the HIV status of the mother. Although I
have not found empirical data to reveal if there is a differendal effcct of the mother’s HIV
status on the male and female fetus, it is would not be surprising to discover that there is given
the already existing substantal differendal. Correctly modeling this in a population with HIV
would lead to a sex ratio at birth, secondary sex ratio, and an overall level of fetal wastage that

more realistically represents reality when women are infected with HIV.

Another birth outcome which is not modeled correctly at this time is the phenomenon of stll
births. Given that infecdon with the HIV is very likely to increase the incidence of still birth in
addition to increasing the levels of fetal wastage, this aspect of the simulator needs to be given

some attenton.

Furure work on the simulator will put significant emphasis on improving the modeling of
conception, gestation and birth outcomes. The main impediment to implementing a more

sophisticated model of biological reproduction is not a lack of theoretical models or modeling
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machinery burt rather the lack of empirical dara from which reasonable parameters can be

obrained.

VERTICAL TRANSMISSION OF HIV

[f a woman is HIV positive, she exposes any child that she bears to the risk of infection at the

ume of its birth. The vertical transmission rate is a function of the mother’s HIV status and
takes the following form:

V=V, +(1=1) (Pl e

Figure 95: Vertical Transmission Probabiliry

Where [ is the vertcal transmission probability, [/, is the base vertical transmission
probability, @, is the viral load of the mother at the time she is giving birth, and [ is the
maximum amount of the base probability of not transmitting HIV that can be added to the
base probability by the viral load of the mother. See the HIV Module below for a discussion

of the viral load parameter.

The values used for [/, and [/ are 0.2 and 1.0 respectively. This means that an HIV positive
mother always has a 0.2 probability of infecting a child to whom she gives birth. Added to
that is a fraction of the 0.8 probability that she does not infect her newbomn. That fraction
depends on her viral load (which in turn depends on the duration of her infection) and on the
parameter [”,.. The viral load is expressed as a number between zero and one corresponding
to the duradon of an individual’s infecdon with HIV. U/ is also restricted to take a value

between zero and one which corresponds to the maximum of the base probability that the
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mother does ot infect her newborn (1-17) that can be added to I} by the viral load parameter.
It [, is one, then a very, very sick mother whose viral load is also near one will have a very
high probability of infecting her newborn because the majority of (1- ) will be added to I}
o vield a high probability of infecting her newborn. If [ is near zero, the same very sick
mother will have a probability of infecting her newborn that is very close to 1}, 0.2 in the
current version of the simulator. Consequenty /. regulates the maximum effect that can be
exerted by the mother’s HIV infection, and since the severity of a mother’s HIV infection
changes over time, together ¢ and [, regulate how infective a mother is at various times

during the progression of her disease.

A major component of vertical transmission that is not modeled in the current version of the
simulator is transmission during breastfeeding. This is not difficult to do and there is sufficient
empirical information to create a good parameter set. A preliminary model of lactational
ransmission has been constructed and tested, bur lack of tme to completely debug it has

prevented its inclusion in this version of the simulator.

PARAMETER STRUCTURE

All of the parameters governing biological reproduction — the length of the interbirth interval -
are allowed to vary by time period except for the age/age-specific daily hazards of intercourse,
discussed above. The parameters are stored in a table with 40 rows and one field for each

parameter. Each row contains a vector of parameters that describes one five-year period.
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DESIRABLE ADDITIONS

There are a number of highly desirable improvements to be made to the fertlity module.
Foremost among them is the necessity to harmonize the granularity of time used to model the
different processes contributing to fertility. Because of the potential for one woman to
experience intercourse with more than one man over the course of a2 month, it would be wise
to model the experience of intercourse at the granularity that is finer than one month. The
choice of granularity should be on the order of the duraton of time over which it is unlikely
that a woman will experience intercourse with more than one man. This obviously not on the
order of one month, semi-monthly, or weekly. So it must be on the order of one day or a
fraction of a day. It seems very unlikely that 2 woman will experience intercourse with more
than one man during the period of a few hours, unlikely during the period of a day, and
potentially likely over the period of two or more days. Hence, a granularity of one day seems
appropriate, and future versions of the simulator will model all fertlity processes with a

granularity of one day.

Harmonizing the time granularity of fertility processes on one day will solve the problem of
assigning paternity since it will be explicitly assumed that women do not have sex with more
than one man in the course of a single day. In the event that a woman is engaged in more than
one union on a given day, she will be exposed to her parmers randomly and stop being
exposed once she has experienced an intercourse event with one of them or after being

exposed to all of them without experiencing an intercourse with any of them.
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Once paternity can be accurately assigned, it will become possible to model genetic
hererability. That will require the definition of individual characteristics that affect behavior
and interact with the environment and are tightly associated and stored with individuals. A
genctic algorithm governing the selection, mixing, and transmittal of the traits to offspring at
the tme of conception will also need to be identified, and finally, a rudimentary
“environment” will need to defined with which the traits are able to interact. This will be a
substantial addition to the model as it will affect most of the modules so it will not appear
immediately in future versions of the simulator. However, all modifications will be made in

ways that facilitate the introduction of a *“ Genetics Module”.

Finally, there needs to be substantal attenton given to the modeling of conception and
gestation, as discussed briefly above. Beginning with concepton and the cardinality of the
conceptus, the primary sex ratio, through gestation and the sex-specific mortality of the
embryo and fetus that takes place during that time, to sdll birth mortality, perinatal and
neonatal mortality, and finally birth, all aspects of gestaton could be modeled with
substandally more precision. Some thought will need to be invested in how much detail is
necessary to increase the udlity of the simulator, especially in light of HIV/AIDS and its
potential interaction with malaria during gestation, and when the level of detail is no longer

producing additional benefit — the perpetual conundrum of modeling.
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HIV MODULE
The HIV module governs the transmission of the HIV from infected to uninfected people and
the progression of the disease in infected individuals. The goal is to identify a parameter or a
small set of parameters that accurately reflect the health status and infectivity of an HIV-
positive person as time progresses. This is critical to maintaining the correct temporal

dynamics of any model that seeks to include HIV as a component.

Surprisingly, there is relatively little empirical information to bring to bear on this topic. There
are two indicators of the disease that are widely discussed and measured, although neither has
been adequately quantified in Africa. The “viral load” is a measure of the number of virion
particles per unit of infected blood, and it is well known that the viral load increases sharply
after infection to peek after several weeks and then drop precipitously to nearly immeasurable
levels. The viral load typically stays very low for a substantal period of time and then begins
to increase very slowly but at an accelerating pace as the infected individual becomes
progressively more ill, manifests more symptoms of the disease and eventually develops full
blown AIDS. The viral load is directly related to the infectivity of the infected person but

much more loosely related to his or her overall health.

The other commonly followed indicator is the “CD4 count” which is the number of CD4 cells
per unit of infected blood. The CD4 cell is a specific immune cell that expresses the CD4
protein on its surface and is a primary target of the HIV. A high CD4 count indicates that the
immune system is functioning well and thar the HIV has not been able to destroy many CD4

cells. As the disease progresses the CD4 count falls indicating that the immune system is
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gradually losing the battle to suppress the HIV. The CD4 count is closely related to an
infected person’s overall health and the ability of their immune system to ward of both the
HIV and other infections. As such it is a sensitive marker of health and fitness in a way that
the viral load is not. It is known that the CD4 count stays steady or surges just after infection
during the inital burst of replication of the virus, and that it usually decreases very slowly
thereafter at a rate that depends on a number of factors including the severity of the initial
infection, the underlying strength of the infected’s immune system, the overall health of the
infected at the time of infection and thereafter, age and a number of other possible factors

including, obviously, the presence of therapeutic ageiuts.

To adequately model the history of the disease in an individual and the individual’s potential to
infect others at each tme during their illness, it is necessary to track the course of both
indicators. Within a single infected body there is a raging battle between the immune system
and the virus with the CD4 cells playing a primary role. Knowing that, it should be possible to
cunstruct a model of the interaction between the CD4 cells, the virus particles and the parts of
the body that serve as reservoirs for either the CD4 cells and/or the virus particles. That
model should provide a reasonable prediction of the number of both CD4 cells and virus
particles in circulation as the disease progresses. I have not found a reliable model of this type

in the literature so [ built one myself based on a relatively cursory reading of the literature.

I will not spend a lot of time describing this model because I have not yet incorporated it into
the simulator, but I will describe it enough for the reader to see where this is going in the near

future. The HIV and CD4 cells circulatng in the blood are conceived as populatons of
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individuals whose vital dynamics depend on the size of the “other” populatdon. The
replication and death rates of both depend on the number of the other that is currently
circulating, Addidonally, the ability of CD4 cells to kill the HIV and prevent its replicadion
depend on the parameters describing the underlying strength of the infected person’s immune
system. Since most therapeutic agents inhibit viral replicaton, they enter the model by
affectng the virus’ ability to replicate. The model is expressed using a set of relatively simple
differental equations and is capable of producing time-dependant trajectories of CD4 counts

and viral loads that span most of what appears to be empirically observed.

The drawback to this model is that there are not reliable ernpirical data from Africa to calibrate
it. I also want to be able to endow it with some degree of stochastic variation, and to find a
computationally efficient way of implemendng it. In the absence of acceptable solutions to
any of those challenges, I have chosen a very crude duraton-dependent indicator of HIV
diseases progression consisring of a simple “viral load” parameter that evolves over time since

infection to provide a very rough indication of infectivity and health as dme progresses.

LOGIC

In its current form, the HIV module is a very blunt tool It seeks only to represent the
qualitative reality that immediately after persons are infected they are mildly ill and relatively
infective, that for a long time before they become terminally ill, they are relatively healthy and
not very infective, and that toward the end of their illness and life they become rapidly more ill

and concurrently more infective.
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The manner in which this is done is arbitrary and does not correspond closely to the
underlying biology. This results from the general scarcity of sufficient empirical data to
calibrate a more sophisticated model, and from the exigency of completing a working model in
a reasonable period of tme. The solution does capture the most important underlying aspect

of the progression of the disease; namely its broad dependence on time since infection.

Relative Viral Load Since Time of Infection
Normalized to Valies between & and 1

Relatne Vral Lowd

N

B A e PR T R T T T R S Y S e e e S T e

Figure 96: Viral Load by Time Since Infection

INCUBATION & DURATION DEPENDENCE

A fully parametric curve with the general shape of a elongated swish like the Nike® shoe
company logo is generated to represent the “viral load” of an infected individual as a function
of ime. Two different time trajectories are calculated for the viral load; one for children who
are infected and one for adults. Pediatric AIDS patients progress through the disease at a
much faster pace than adults and face a substandally higher risk of death at all dmes since
infection. The pediatric viral load curve is calibrated so that most of the pediatric cases die
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before their second birthday, or 24 months after infection. The adult viral load curve is
calibrated to allow an average adult infected with HIV to live ten years. During that ime, they
are reladvely infective immediately after infection, not very infective over the next eight years
or so, and progressively more infecdve during the last two to three years of their lives. The

curves used in the simulator are displayed in Figure 96.

The curves are normalized to take values berween zero and one, with zero corresponding to
not sick at all and not at all infective and one corresponding to extremely sick, completely
infective and dead. The various intermediate states berween those two are represented by
values between zero and one and occur at times after infection that fall on the curves displayed
in Figure 96. There is nothing special abour the range zero to one, and it does not represent
any empirically measurable quantity; it is simply chosen in order to make the viral load
parameter easy to use when the degree to which an individual has progressed through the

disease must be used by other processes modeled by the simulator.

TRANSMISSION

There are only two modes through which the HIV is ransmitted in the simulator: heterosexual
ransmission through intercourse and perinatal vertical transmission from mother to child.
Homosexual and blood-sharing forms of transmission play a minor role in the spread of the

HIV in Africa and are therefore not included in the model.

What would be useful to include in the simulator is some form of migration and prostitution.
It is thought that mobile workers moving to and from home and work locations and possibly

between various work locations have contributed greatly to the spread of the HIV around
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Africa. Exacerbating this situation is the fact that most of the mobile workers are men and
visit prosttutes when they are away from home (usually living in urban areas) — effectively
creating a reservoir of the HIV within the community of prostitutes. These two processes
work synergistically to provide a reservoir for the virus and an efficient mechanism to move it
quickly into all the regions from which migrant workers are coming, Once the virus has
moved to the sending communities it is able to spread by more conventional means through

those communities.

Given the likely importance of migrant labor and prostitution in the spread of the HIV, it is
critical to build these two components into future versions of the simulator. Given the outline
of the process above, it is likely that the spread of the HIV is a two-step process with the first
step occurring on a relatively short time scale, the movement from the prostitutes into the
community at large, and the second step, the spread within the community, occurring on a
longer time scale. It is the second step thar the current version of the simulator attempts to

model.

EMPIRICAL TRANSMISSION PROBABILITIES

Empirical per intercourse transmission probabilities are obtained from the Rakai project in
Uganda (Gray 2000). A recent study conducted at Rakai and sdll being prepared for
publication examines 174 monogamous discordant couples to ascertain the per intercourse
probability of transmission. The average number of intercourse events per month is 8.9

(similar to the average for younger people used in the simulation), and the overall probability
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of transmission per intercourse is 0.0014. The study controls for age and viral load and finds

some variability with both.

Per intercourse transmission rates by age and viral load are exactly the data needed to calibrate
a more sophisticated model of transmission as a functon of tme since infection.
Unfortunately, these data came to light after the basic simulator was constructed, and there has

not been tme to rework the HIV incubation and transmission submodel in time for inclusion

in this work.

However, the overall average per intercourse transmission probability used by the simulator
calculated over infected durations of zero to eight years is set so that it matches the value of
0.0014 found at Rakai. This ignores the age dependence, and since the “viral load” disease
progression indicator that is used is relatively arbitrary, it does not properly model the real viral
load dependence either. In spite of that, to a first order approximation the simulator does

reproduce a reasonable per intercourse transmission probability.

INTERCOURSE EVENTS & TRANSMISSION

At the beginning over every simulated month, the Intercourse Module produces the number
of intercourse events experienced by each couple that survives into the month. The HIV
Module identifies discordant couples and uses the number of intercourse events that they will
experience to determine whether or not the uninfected partner will become infected. The

probability that the uninfected partner will be infected during the month is:
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C
I=1-(1-p,)
Figure 97: Probability of Infection

Where C is the number of intercourse events during the month and p, is the per intercourse
probability of transmission. The per intercourse probability of transmission used by the

simulator is:

p, =V -(1-B)

LN

Figure 98: Simulator Per Intercourse Probability of Transmission

Where [”is the viral load disease progression indicator used by the model, I, is the
maximum per intercourse transmission probability, and B is an indicator variable used to
specify the effectiveness of condom usage as a technique to prohibit transmission: condom is
used perfectly B = I, condom is used with 50 percent effectiveness B = 0.5, condom is used

completely ineffectvely B = 0.

ATTENUATION OF TRANSMISSION WITH CONDOMS

As alluded to above, the simulator incorporates the ability to model condom usage as a
method to attenuate transmission. The simulator accounts for the fact that condom usage
affects both ferdlity and the transmission of HIV. If condoms are used with an effectiveness
of say 0.85, then the values of both e in the Fertlity Module and B in the HIV module will be
set to 0.85. If some other non-barrier method of contraception is used, then e will take a non-

zero value and B will remain zero. This arrangement allows the simulator to examine the

(]
Ne
L8]
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different population and personal-level outcomes generated from fertility control programs

that use either barrier or no-barrier forms of contraception®’.

ANTI RETROVIRAL TREATMENT

Andretroviral therapies interfere with the replication of the HIV. The cumulative result of the
many variations on this type of treatment is to lower viral load to nearly or actually
immeasurable levels and keep it there. Once that is achieved it may rebound and at the very
least stabilizes. The effect is to improve and stabilize the patent’s overall health and effectively
halt the progression of the disease. The effectveness of the therapy depends on a large
number of factors leading to a range of outcomes spanning virtually perfect suppression for
unlimited periods of tme to limited suppressicn for limited periods of time. The “average”

result might be described as substantal suppression for a long time.

The current version of the simulator was not designed to implement virtual treatment
programs, but it can crudely approximate a treatment program by altering the profile of the
viral load disease progression parameter. For treated children the average time to death is
extended to five to ten years, and treated adults live about twice as long as their untreated

counterparts with negligible infectivity during the majority of that time.

RANDOM INFECTION
In one way or another a real population is composed of heterogeneous subpopulations that

mix more freely an more consistently through time with themselves and only occasionally with

37 It is this questdon that originally motivated the creation of the simulator to begin with: to examine the unintended negative
results of implementing a non-barrier method of contraception as part of a fertlity control program in a population with
endemic HIV. Along the way it became obvious thar a lot of other questions could also be examined with the simulator.
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members of other subpopulations. It was suggested earlier that an important process in the
spread of an HIV epidemic is the transportatdon of the HIV between these various
subpopulations; in this case urban centers separated by long distances and urban and rural

centers separated by distance and culture.

In its current form the simulator creates a closed, homogenous virtual population that might
represent one of the subpopulatons described above. As a result, the problem arises of how
to initate an HIV epidemic in the population and how to model the reality that there is
continuous contact with “outside” populations that provides a high-risk route through which
new infections are brought into the populaton. Because the current simulator does not model
multiple populations, it cannot expose its virtual populaton to the kind of continuous

inoculation that affects a real populaton.

To solve this problem a very small random fraction of uninfected adults between the ages of
twenty and fifty is infected each month, in most simulations twelve per 100,000 which gives an

uninfected person a 95 percent chance of surviving between age fifteen and 50 uninfected.

PARAMETER STRUCTURE
All of the parameters governing the HIV Module are constant through dme: those that define

the viral load disease-progression indicator, the transmission probabilites and the random

infecton rate. Consequently, they are stored in two simple tables.
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DESIRABLE ADDITIONS

As discussed above, there must be a better disease progression submodel for future versions of
the simulator. Substantial work has already been done to improve this aspect of the model,
and a new submodel of disease progression that uses both the CD4 count and the viral load as
primary indicators will be completed soon. This will allow a much more satisfactory modeling
of HIV/AIDS in an individual and provide the correct duration-specific indicators for
assessing an individual’s health and infectivity. This is important because an individual’s
overall health affects their behavior and their suscepubility to other infections and hence their

mortality. Obviously, an individual’s infectivity is critical to the modeling of transmission.

Once a better disease progression model has been built, it will become possible and attractive
to model opportunistic infections that often affect HIV-positive individuals. For Africa, both

TB and Malaria are major opportunistic infections that should be immediately considered for

modeling.

Along with a better and more comprehensive disease model, it will be necessary to
differentate and improve the mortality model. Specifically, it will be necessary to create a

cause-specific model of mortality that is able to make use of the disease data produced by the

modeling of HIV, TB and Malaria.

The fact that muldple populations, migration and prostitution are critical to the movement and
transmission of HIV in Africa was discussed at some length. Although it will greatly increase

the complexity of an already complex model, it is worth investigating the potental to model
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multiple heterogeneous populations, movement berween them, and some intrapopulation

heterogeneity to account for prostitution.

Last, it is necessary and relatively easy to implement vertical wransmission of HIV from mother

to child during breastfeeding.
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NUPTIALITY MODULE
The Nuptality Module regulates the dynamics of mariral union®® formation and dissolution.
This together with its sister module governing the dynamics of non-marital union formaton
and dissolution form the most critical components of the simulator. Anderson and Garnett
(Anderson, Ng, Boily, and May 1989; Anderson 1991a; Anderson et al. 1991; Anderson 1992;
Anderson and May 1992; Anderson, May, Ng, and Rowley 1992; Anderson 1996; Garnett and
Anderson 1993a; Garnett and Anderson 1993b; Gamett and Anderson 1994a; Garnetr,
Swinton, and Parker 1994; Gamertt and Anderson 1996a; Gamett, Hughes, Anderson, Stoner,
Aral, Whittington, Handsfield, and Holmes 1996) have convincingly demonstrated that the
nature of the pairing process largely determines the evoluton of an HIV epidemic.
Consequently, it is important that models of pairing processes are sufficiently flexible and
precise to describe realistic behavior. This is in fact a potental shortcoming of Garnett and
Anderson’s model of a population with HIV. Their model (Garnett and Anderson 1993a;
Gamett and Anderson 1994a) defines the mixing preferences (and flows) for males and
females separately. A constraint is applied to force the number of males of a specified type
(age, sexual activity level etc.) who will form new unions during each time step to equal the
number of females of a specified type who will form pairs with those males. Because these
two numbers are not necessarily equal it is necessary to force one of the other to conform to
the opposite sex, and this is essentially what Garnewt and Anderson do. The problem with

this, as they themselves point out, is that the dynamics of the pairing process are dominated by

% A “union” in the context of the simulator is the pairing of 2 man and woman. There are two basic types, both having the
potential to be ferdle. Manta/ unions are similar in duration, parity, contact frequency and sodal status to a conjugal union of
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the sex that is chosen to determine the number of pairs that will form, and consequently the
parter acquisition dynamics of the dependent sex may be forced to be very different from
what that sex actually prefers. Garnetr and Anderson address this issue in one of the most
recently published versions of their model by devising a scheme whereby the two sexes split
the difference berween their preferred mixing patterns and both compromise to the extend

necessary to bring the overall flows of male partners and female parters into balance.

The Garnert and Anderson model is specified at the population level using differendal
equations that move proportions of groups from one state to another during each tme step
instead of moving individuals, and this is why they must explicitly address the problem of
harmonizing the mixing preferences of males and females. A model specified at the
individual-level, such as the one described here, is able to conceptualize and implement pairing
in such a way as to avoid the need for «d boc procedures to balance the preferences of males

and females.

FORMATION OF UNIONS

LOGIC

The pairing process is fundamentally different from other processes in that it brings together
two individuals with different preferences and produces a single conceptual entity that is
composed of the two individuals. The difficulty in modeling the process arises from the fact
that there are independent at-risk individuals with potendally different preferences who must

decide whether or not they want to form a union. The Gamett and Anderson model defines

the type described in Nupdality, under Demographic Chancteristics above; and extromarita/ unions (affairs) are typically of
much shorter duration and may not provide the same level of (or exposure to) contact between the lovers.
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the individual men and women’s preferences for forming a union separately and then
calculates how many of each want to form a union during a time step. Because the preferences
of the sexes do not necessarily match and there are different numbers of each at any point in
tme, the number of men who decide they want to form a union based on #their own preferences
does not match the number of women who decide that they want to form a union based on
their own preferences. Defining the men’s and women’s preferences separately results in a
fundamental inconsistency in which the number of men who want to form a union does not

match the number of women who want to form a union.

UNIT OF ANALYSIS AND UNION FORMATION PROBABILITIES

To solve the inconsistency, the unit of analysis is shifted from individual people to couples,
and the probabilites of union formation are specified with respect to potential couples of
various types. Potential couples are formed by pairing individual men and women within cells
defined by various characteristics of the men and women. For example, a cell may consist of
all men aged 40 to 44 who have two wives and all unmarried women aged 30 to 34. The
maximum number of unions that can occur in such a cell is equal to the lesser of the number
of males and females in the cell — if there were 250 males and 300 females, the maximum
number of unions is 250. This framework allows a probability of union formaton to be
defined that is equal to the number of unions that form in 2 cell divided by the maximum
number of unions that could form in the cell. If empirical probabilities of this type are known,
it is possible to assign individuals to new unions. Empirical probabilities like this are estimated
and displayed in Part 2 and are used by the simulator to pair males and females into marital

unions.
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To accomplish the pairing, males and females within a cell are randomly paired undl the
number of potendal unions is equal to the maximum possible. For each potential union a
random number is drawn and compared to the hazard of forming a union in that cell, and if
the random number is less than that hazard of union of union formaton for that cell, the
union is initiated and recorded by the simulator. Furthermore, during each tme step all at-risk
individuals of each sex are exposed to all at-risk individuals of the opposite sex once until they
are paired with someone or undl they have been exposed to everyone, and the order in which
they are exposed to each other is random. The process through which this is accomplished is

somewhat complicated and is described briefly below.

Males and females are first categorized by the attributes of interest into various sex-specific
groups. When males are exposed to marital union formation, they are organized into five-year
age groups, and within each five-year age group, into three marriage cardinality groups: men
with zero, one, or two or more wives. Only unmarried females are exposed to marital union
formation, and they are organized into five-year age groups. The result is a set of male groups
and female groups that can be paired with each other; the pairing of 2 male group with a
female group forms a cell of the type described above — for example, men aged 30 to 34 with
no wives and women aged 50 to 54. A list of all possible groupwise pairings of this type is
kept, and at the beginning of each time step, this list is randomized. Once all the male and
female groups have been defined, all possible male group/female group pairs are created one
at a ume in the order defined by the randomized list of all pairs. In this way all at-risk males

are exposed to all other at-risk females in a completely random fashion. If a pair is created, the
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individuals are removed from the at-risk groups and not further exposed to union formation

during the tume step.

The important advantages of this method of pairing are: 1) it does not require an ad hoc
procedure to equate the number of individual males and females who will form pairs during a
time step, and 2) the process is free of the so called scaling problem. The scaling problem arises
from the fact that the number of potental male/female pairs in the population is equal to the

number of males multiplied by the number of females and consequently grows at a rate that is

roughly proportonal to (g) where N is the size of the population. If the toral number of

potential pairs is the unit of analysis, then the probabilities that would have to be applied to the
potential pairs to determine the initiatons of unions would also have to scale to the power
two. This rapidly becomes an unreasonable approach for several reasons, including the fact
that something growing to the power two yuickly produces a number that is too large to work
with easily, and if the number of males and femnales is not very nearly equal, the exponent will
not be two but something that could be quite different. An approach of this nature requires
the kind of ad hoc fixing up that is not desirable. The method described above avoids the
scaling problem by using the total possible unions as the basic unit of analysis instead of the
total number of potential pairs — where posszble refers the maximum number of unions that can
be formed within each cell during a time, and this scales linearly with the total size of the
population because it depends directly on the number of the sex with the fewest at-risk in each

cell.
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The hazards used to determine the initiation of unions can be obtained from an empirical
estimate using good data describing the initiation of unions in a real populaton, or they may be
generated by a functon that retlects a theoretical understanding of how the pairing process
should work, or the two may be combined to produce a synthedc set of hazards of union

formation. This feature of the method makes it very flexible and also potentially very realistic

and specific.

It also allows the hazards of union formation to change in response to the compositon of the
at-risk populatons of males and females. It is likely that as the age structure of either or both
of the male and female at-risk populations changes, or as the marital cardinality composition of
the male population changes, the cell-speciSc hazards of union formadon will also change to
compensate for the relative lack of or abundance of possible pairs in different cells. For
example, it is likely that the evacuation of the age groups between 25 and 40 by HIV/AIDS
and the concomitant lack of potential spouses in those age groups will cause the likelihood of
union formation between younger people, between older people, and between young and old
people to increase above what it would be if there are reasonable numbers of middle aged
people with whom to form pairs. This dynamic adjustment of the pairing probabilities is likely
and must be important in determining the overall dynamics of the pairing. The simulator does
not currently model dynamic hazards of union formation, but the potental to do so has been
built into the method through which pairings are created. Again, dvnamic hazards of union
formation could be estimated from empirical data or could be synthesized from non-dynamic

empirical hazards and some theoretical understanding of how dynamic hazards might behave.
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The main drawback to this model of pairing is its relatively serious demand for empirical data.
Few data sources in Africa are able to produce enough reliable data to fully describe pair
formartion, much less dynamic hazards of pair formatdon. This can be viewed as a problem or
as something that can be solved by using a range of reasonable guesses that will elucidate the
important attributes of the pairing process and the effects it may have on other population

processes.

POLYGYNOUS MARRIAGE

The simulator is implemented to model polygynous marriage. In this system men may be
married to more than one woman simultaneously while women may not be married to more
than one man at the same dme. Consequently, the at-risk populadons for the formaton of

new marital unions are all men and unmarried women.

The simulator recognizes three different types of union formation:

unions formed between an unmarried man and an unmarried woman,

unions formed between a married man with one wife and an unmarried woman,

and unions formed between 2 married man with two or more wives and an unmarried
worman.

bl A

This defines three types of at-risk pairs and consequently requires three sets of age/age-
specific hazards of union formation, presented below. The simulator classifies men into one
of the three categories and exposes them to the risk of forming a marital union with all
unmarried women using the hazard of union formation associated with their existing marital

cardinality (how many wives they already have).
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EMPIRICAL HAZARDS OF UNION FORMATION

The empirical linearly scaling hazards of union formation presented in Part 2 are smoothed

using two dimensional moving averages to produce the hazards of union formation used by

the simulator, presented below in Figure 99 to Figure 101.

Monthly Hazard of Union Formation
Unmarried Male
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Monthly Hazard of Unwn Formution per

Figure 99: Morthly Hazard of Union Formation for Couples with an Unmarried Male
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Figure 100: Monthly Hazard of Union Formation for Couples with Male with One Wife
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i
Monthly Hazard of Union Formation
Male with Two or More Wives
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Figure 101: Monthly Hazard of Union Formation for Couples with Male with Two or More Wives

PARAMETER STRUCTURE
The monthly male age/female age-specific hazards of union formation are stored in three

tables, and for each of those there is a set of 40 tables that store period-specific modifications

to the base hazards. During each period, the base hazards are retreved and modified
according to the period-specific modifications stored in the modificatdon table for the current
period. All of the modifications are defined as odds rados relating to the base period and the

base age/age group, males ten to fourteen and females ten to fourteen. This allows all of the
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base age/age hazards to be modified in the same way by changing only one parameter for each
subsequent period. The age/age modifications are accomplished individually by modifying the

corresponding age/age parameter in the period-specific table of odds ratos.

The final parameter set allows the basic age/age hazards of union formation to be varied in

five-year periods over a total period of 200 years.

DISSOLUTION OF UNIONS

LOGIC

The dissolution of unions is modeled as a functon of duration of union, the age of the male
and female who participate in the union, and the number of surviving children produced by
the union. During each time step after a union is formed it is exposed to the risk of
dissolution based on the current state of the factors enumerated above. Death of either or

both spouses automatically terminates a union.

SAMPLE, UNIT OF ANALYSIS, AND HAZARD OF SEPARATION

The at-risk unit is a valid marital union with both members alive. Each union that survives
into the time step is classified with respect to the number of surviving children it has produced
and the duration of dme it has been valid. Based on those two attributes and the ages of the
male and female involved, a hazard of separation is retrieved, and a random number is drawn
to determine if the union will dissolve during the tme step — if the random number is less than

the corresponding hazard, the union dissolves and that fact is recorded in the database.

The base hazards of separation are defined with respect to new unions, those that have existed
over a duration between zero and four years. During each subsequent five-year duration
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group the base male age/female age-specific hazards of separation are modified by a duration-
specific factor allowing the overall hazard of separation to be a function of the duration over
which the union has been valid. The hazards and these factors are derived from the logistic
regression event history model that is presented in Part 2. That model estimates the hazard of
separaton separately for unions with various numbers of surviving children. For each of those
groups, the hazard of separadon is modeled using dummy variables to be a function of male
and female age and the duradon of the union. Interaction terms are included for male/female
age, bur not for age and duradon. The result is a fully independent specification of the hazards
with respect to the ages of the man and woman in the union, and a separate effect that
captures the duration effect. The structure of that model is reflected in the way in which the
simulator handles the hazards of separaton. The important result is that the whole male
age/female age set of hazards is modified in the same way during each subsequent period, each
male/female age-specific cell is increased or decreased to the same extent so that the
male/ female age-specific hazards are not a allowed to vary independently over the duration of

a union.
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EMPIRICAL UNION DISSOLUTION PROBABILITIES

Monthly Hazard of Separation
Couple with No Children
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Figure 102: Age/ Age-Dependent Monthly Hazard of Separadon for Couples with No Children
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Monthly Hazard of Separation
Couple with One to Two Children

Monthly Hazarg of Sepasation per 1,000

Figure 103: Age/Age-Dependent Monthly Hazard of Separaton for Couples with One to Two Children
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Figure 104: Age/ Age-Dependent Monthly Hazard of Separation for Couples with Three or More Children
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Figure 105: Union Duradon Dependence of Monthly Hazard of Separadon
PARAMETER STRUCTURE

Like the hazards governing the formation of unions, the base hazards governing the
dissolution of unions are stored in three tables corresponding to the three fertlity categories
for which the hazards are specified. For each of those three tables, there are 40 additional
tables specifying period and age/age-specific modifications to the base hazards. The result is a

parameter set that can be varied in five-year periods over a total period of 200 years.

The duraton-specific component does not support period-specific variation in this version of

the simulator, but it is easy to add that capability to a future version.
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AFFAIRS MODULE
The Affairs Module governs the formation and dissolution of extramarital unions between
men and women. This module is critical to the simulator because it is able to define the
extramarital pairing berween men and women, and together with the Intercourse Module the

degree to which men and women are engaging in sexual intercourse outside of marriage.

THEORETICAL DYNAMICS OF AFFAIRS

The heading for this section conrains the word “theoretical” in acknowledgement of the fact
that we know virtually nothing about the real extramarital sexual dynamics of any African
population. It is ironic and noteworthy that the Module that is arguably most important in
determining the course of an HIV/AIDS epidemic is not based on a solid empirical
foundadon, or in fact on any empirical foundaton at all. This results from the fact that there
is no empirical data describing this aspect of behavior for the Gwembe Tonga, and there
appears to be verv little generalizable data of this type for any reasonable sized populadon in

Africa, or the rest of the world for that matter.

Before proceeding it is worth noting that the lack of this information is startling given the long
period of tme over which the need has been known and the dramatic effects of the
HIV/AIDS epidemic in Africa. It appears to be a strong testament to the ever-mighty taboos

protecting the secrets of human sexual behavior!

An understanding of sexual networking is critical to the understanding HIV/AIDS on both

individual and population levels. The lack of this understanding is perhaps one of the key
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inhibitors preventing the more rapid design and deployment of effective prevention strategies.
It is also one of the reasons why models like the one described here are useful. Using a
simulator that is able to reproduce a variety of sexual networks it is possible to determine
which types of networks are necessary for the spread of a sexually transmirted disease, what
types are particularly well-suited to a rapid transmission of the disease, and to what degree
sexual networks of a given type need to be modified to slow or stop the transmission of the

disease.

The model of sexual nerworking that is implemented in the current version of the simulator
reflects the general approach taken by Garnett and Anderson, my own intuition and general
lack of knowledge in this area. The likelihood that a man and woman will form an extramarital
union (affair) is assumed to be a function of their ages and the degree to which each of them is
sexually active. It is assumed that an individual’s level of potential for sexual activity is largely a
result of biological factors”™, and it is therefore a characteristic of the individual that is assigned

at birth and maintained throughout life.

The process through which people have sex outside of marriage is assumed to have two
components: 1) a process of finding and forming a union with someone of the opposite sex
other than someone to whom you are married, and 2) the process of having sexual intercourse
with someone with whom you share an extramarital union. This allows for different dynamics

to be specified for the pairing and intercourse components of the overall process.

3 This is cerrainly not completely accurate as there are many social and environmenal factors that will also contribute to an
individual’s sexual actviry potentdal. However, faced with a complete lack of information that might gude the modeling of
those components of an individual’s sexual activity potental, [ have decided not to attempt to model themn.

314

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



SEXUAL ACTIVITY INDICES

At birth each individual is assigned a value from zero to five reflecting their potential for sexual
activity; a value of zero corresponding to a very low potendal for sexual activity and a value of
five corresponding to a very high potential for sexual activity. For convenience sake the sexual
activity potental of the population is assumed to be distributed according to a normal
distribution with mean 3.0 and standard deviation 1.2. This assigns roughly 10.6 percent of the
population to the lowest and highest values, 23.3 percent of the population to the next lowest

and highest values and 32.3 percent of the populaton to the middle value.

SEXUAL ACTIVITY ASSOCIATIVITY

It is assumed thar the formation of extramarital unions and the potendal for sexual activity
within those unions is influenced by the sexual activity potendal of the two partners. The
torm of this ettect is thought to be strongly assortative reflecting the fact that men with a high
potential for sexual actvity are more likely to form liaisons with women whe also have a high
potential for sexual activity. Within a given liaison the potental for sexual intercourse to occur
is related to the overall potential for sexual activity possessed by the couple, in other words the

sum of their individual sexual activity potential values.

AGE ASSOCIATIVITY

Age is also assumed to affect the potental to form extramarital unions but not to affect the
potential for intercourse within those unions once they have formed. As with the sexual
activity potential values, it is thought that the age preferences of both the males and females is

strongly assortative reflecting the fact that men prefer to engage in extramarital reladonships
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with women who are vounger than themselves by a given number of years, and that women

generally adhere to the same preference in reverse.

FORMATION OF AFFAIRS

LOGIC

Like the formation of marital unions, samples of at-risk males and females are identified,
categorized by various characteristics, members of each category from the two sexes are
paired, and within each of the cells formed by those pairings, individual males and females are
exposed to the risk of forming an extramarital union. The strategy employed is exactly
analogous to that employed to form marital unions; the only differences being the nature of
the categorization of at-risk males and females and the manner in which the monthly hazard of

union formation for each type of possible couple is obtained.

SAMPLE STRUCTURE AND UNIT OF ANALYSIS
All males and fernales between the ages of ten and 80 are eligible to form an extramarital

union, and there is no limit to the number of simultaneous extramarital unions that an

individual of either sex may have.

Corresponding to marital union formation, the unit of analysis is the couple, and the
probability of forming an extramarital union is defined with respect to the atuibutes of a
possible couple and the duradon of the time step. At-risk males and females are categorized
into five-vear age groups, and the groups defined in that way are paired to yield age/age cells in
which possible extramarital unions are formed by randomly pairing males with females until

the number of unions is equal to the lesser of the number of males and females in the cell. All
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of those randomly chosen possible couples are then exposed to the hazard of forming an

extramarital union.

AFFAIR FORMATION PROBABILITIES

The monthly hazard of forming an extramarital affair is a function of the ages and sexual
actvity potendal values of the man and woman who are part of a possible pair. An age
associativity score from zero to one is calculated based on the preferred age differendal
berween the sexes, and 2 sexual activity potential associativity score, also between zero and

one, is calculated based on the preferred sexual acdvity potendal differential between the sexes.

In both cases the preferred associadvity is defined by specifying the location and width of a
normal ridge running through either the male age/female age space or the male sexual activity
potential/female sexual activity potential space, an example of such a ridge is displayed in
Figure 106. Imagine either of those two spaces as a two-dimensional field though which is
running a linear ridge whose cross section is a normal distribution. The course of the ridge is
defined by the line that it follows in the two-dimensional space, and the width of the ridge is
defined by the variance of a normal distribution centered on the line. This specification takes
three parameters to define the normal ridge: 1) the slope of the line that it follows, 2) the
vertical offset of the line that it follows, and 3) the variance of the normal distribution that
determines the “width” of the ridge. The slope corresponds to a linearly varying difference in
the preferred values of the male and female attributes, the vertical offset corresponds to a
constant difference in preferred values of the male and female atributes, and the variance

corresponds the precision of the preferences; a small variance means that the male and female
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values must be very close to the preferred values to yield a high associativity score while a
larger variance means that male and female values that are some distance from the preferred
values still vield a relatively high associativity score. To determine a couples’ associativity score
in either age or sexual activity potental space, the value of the normal ridge is calculated at the

point defined by the male and female values.

Male Age / Femnale Age Associativy Index
Siope 125, Offaet 19.0, Vanance 5.0

Figure 106: Male Age / Female Age Associativity Index
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The normal ridge plotted in Figure 106 corresponds to a preferred couple whose male partner
is about ten vears older than the female partner, in which that preferred age difference
increases by 0.25 years for every vear of the female’s age, and in which the preference is not
too strong — as long as the couple is within five units or so to the maximally preferred
difference, they will stll have a reasonably high associatvity score. The associatvity

parameters used by the simularor are displayed in Table 60 below.

TABLE 60: ASSOCIATIVITY PARAMETERS

Assodiativity Dimension

Parameter Age Sexual Acavity Porenaal
slope L0 10
Offset °.5 0.0
Standard Devianon 30 1.0
[nfluence Exponent a=10 o=05

The age and sexual activity potential associativity scores are combined to produce the hazard

of extramariral union formation according to Equation 32 below.
H, =A4%-5°

Equation 32: Monthly Hazard of Extramarital Union formation

Where H,s is the monthly hazard of extramarital union formation as a function of the age and
sexual activity potential associativity scores, A is the age associativity score, S is the sexual
potendal associativity score, & is an exponent governing the influence of the age component,

and O'is an exponent governing the influence of the sexual activity potential component.
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The muldplicative combination of the indices satisfies the constraint that their combination
must lie between zero and one and be equal to zero when either or both of the indices is equal
to zero. By varying the exponents and their relative value the contribudon of the two factors
can be adjusted. Figure 107 displays all of the possible combinations of age associativity and
sexual activity potential associativity scores and the monthly hazard of extramarital union
formation associated with each combination, for the values of the exponents used by the

simulator.
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i Monthly Hazard of Extramarital Union Formation

Figure 107: Monthly Hazard of Extramarital Union Formadon

These values give the age associativity score a linear influence over the hazard, while the sexual
activity potential score has an influence proportonal to its square root — this means that as
long as the sexual activity potendal score is not too close to zero it does not have as strong an

effect on the hazard.
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SEXUAL INTERCOURSE WITHIN AFFAIRS

During the time when an affair is valid, the two people participating in the affair are exposed
to the hazard of engaging in sexual intercourse. Again, since there is no empirical basis on
which to model the hazard of experiencing intercourse within an affair, a simple intuitively
reasonable model is chosen that assumes that the daily hazard of intercourse within an affair is
proportional to the daily hazard of intercourse that a similar couple would experience if they
were married pluws an extra amount that is proportional to the sum of the sexual activity
potential values of the two individuals participating in the affair. This extra amount that is
added based on the combination of the sexual activity potential values of the partners is

displayed in Figure 108. The simulator uses a maximum addition of 0.2.
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! Daily Hazard of Intercourse within an Affair
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Figure 108: Daily Hazard ot Intercourse within an Affair

The values displayed in Figure 108 are those that are used in the current implementation of the

simulator.

DISSOLUTION OF AFFAIRS

Affairs are subject to a constant hazard of dissolution of 0.45 per month. At that rate the half

life of a cohort of affairs is 1.45 months. A furure implementation of the simulator might
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make the hazard of dissolution a function the duration of the affair, the outcome of any
ferality events occurring within the affair, other atributes of the affair itself, and the
characteristics of the individuals involved in the affair. However, in light of the fact that
virtually nothing is known about the likelthood that an affair will end, this version of the

simulator keeps it simple.

SUMMARY OF AFFAIRS

The sexual intercourse that takes place outside of marriage is critically important in
determining how a sexually transmitted disease spreads through a population, what proportion
of the population it is able to infect, how fast it is able to spread, and how stable the epidemic
that it creates is. It is unfortunate that there is a substandal lack of empirical data on which to

build a model of this process

In the absence of that data, a model of this type may help in defining the important
dimensions of the process and how they interact with each other. This can be accomplished
by performing a range of simulatons with parameters that span the plausible parameter space,
or with different forms of the submodels that govern the dynamics of affairs and sexual
intercourse within affairs. Comparing the results from those simuladons will help to
understand the underlying features of the process and highlight the features of the system that
are most critical and thus most worth investigating. This may help in prioritizing the

investigation into the different aspects of sexual behavior that must be undertaken.

The current version of the simulator assumes that people will form affairs based on the relatve

ages and sexual activity potential values of the men and women. The close a possible couple’s
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age difference is to the preferred age difference (7.5 years), and the closer their sexual activity
values are to each other, the more likely they are to form an affair. This means that men and
women whose age difference is near optimum and who both have similar sexual activity
potendal values are most likely to form affairs. All affairs are subject to a constant hazard of

dissolution that gives a cohort of affairs a half life of about 1.45 months.
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MODULE INTERACTIONS & ASSOCIATIONS

IMPLICIT INTERACTIONS

The simulator models all of the important demographic processes of a complete, closed
population. Because it is a probabilistic state-transition machine, each transition depends on
the state of the individual at-risk unit, and the total number of transitions from one state to
another depend on both the states of the at-risk units and how many of them there are (the
base population at risk). Demographic effects are able to affect the future compositon of the
population and how quickly it will change by feeding back through those two channels —
namely a global influence over the size of the at-risk population and what distribudon of states
it occupies at any given point in time. Itis the necessity to capture these kinds of interactons
that provides the motivation for building a model of this type in the first place. These effects

are not modeled explicitly but result trom the combined tunctioning of the explicitly modeled

processes.

One of the most important implicit interactions is between the transmission of HIV and
ferdlity. Each act of sexual intercourse exposes a couple to the risk of conception and the risk
of transmitting HIV if they are a discordant couple, and it seems natural that an explicit
modeling of sexual intercourse is the easiest and best way to insure that fertlity and the
transmission of sexually transmitted diseases are propetly linked. That is exactly what the
model does with the result that the levels of fertility and transmission of HIV in the population

are naturally in harmony because they are both mediated through the intercourse model
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EXPLICIT INTERACTIONS

Explicit interactions between processes are those that are identified and provided with a

defined form, and all of the explicit interactions implemented in the simulator have to do wita

the state of being HIV positive.

HIV

In the current version of the simulator, being HIV positve affects:

the probability that a conception will lead to a miscarriage,

the fecundity of an infected female,

the daily hazard of intercourse between a male and female one or both of whom are
infected,

the probability of transmitting thc HIV from an infected to an uninfected person
through sexual intercourse,

the probability of transmirting the HIV to a child if the mother is infected,

the probability that a possible couple with one or both possible parmers infected will
form a marital union,

the probability that a marital union will dissolve if one or both of the parter is(are)
infected, and

the probability that an infected individual dies.

Being HIV positive should at the least also affect :

the probability thar an infected individual will engage in an extramarital affair,

e the probability that two eligible (willing) people will form an extramarital affair if one
or both are infected, and
® the probability that an extramarital affair will end if one or both of the participants
is(are) infected.
NUPTIALITY

It is assumed that an HIV-positive individual will experience a reduced likelihood of forming a

marital union, and that the magnitude of the reduction is related to the degree to which the
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individual is affected by the disease. The viral load parameter disease progression parameter
discussed above is the overall indicator of how sick an infected individual is at any time after
they have been infected. Consequently, the viral load parameter mediates the degree to which
the hazard of union formation is reduced when one or both of the possible parters are HIV-
positive. The maximum affect of being HIV-positive is governed by a parameter that specifies
by what maximum amount the hazard of union formation may be reduced by an infected

partner. Equation 33 describes the influence of HIV on the hazard of formation of a marital

union.

H,=H,-(1-RY-17,)-(1-RY -1/, )

Equation 33: Effect of HIV on Hazard of Marital Union Formaton

Where H, is the hazard of marital union that is applied to at-risk possible couples, H, is the
base hazard of marital union formation that prevails when neither partner is HIV-positive, R
is the maximum amount of the base hazard that can be subtracted by an HIV-positive
individual, and [, and [ are the values of the viral load disease progression parameters for
the male and female respectively. Remember that the disease progression parameter takes
values berween zero and one corresponding to the degree to which an infected individual is

both infective and ill.

As Equaton 33 makes clear, if an individual is HIV negative with a viral load disease
progression parameter value of zero, they exert no influence on the base hazard. As they

become sicker and their viral load disease progression parameter increases, they subtract
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progressively more from the base hazard up to the maximum specified by RY. When both

possible partners are infected, the affect that they exert is muldplicadve with a maximum

reduction of (1 -R® )2 .

The hazard of marital union dissolution is also affected if one or both of the partners in a
union are HIV-positve. In this case, the hazard of union dissolution is increased by one or
both of the partners being HIV-positve, and as with the hazard of union formation the effect
is mediated by the viral load disease progression parameter. This insures that the strength of
the effect is approximately keyed to the state of each individual’s infecton, but more
importantly that the strength of the effcct has the correct dependence on the duration since

infection.

5 =S5, +[1-S‘J~R’ (. +1v,)

Equation 34: Effect of HIV on the Hazard of Marital Union Dissoludon

Where S, is the hazard of marital union separation that is applied to at-risk couples, S, is the
base hazard of marital union separation that would prevail when neither partner is HIV-
positive, R’ is the maximum fraction of half of the hazard of not separating that can be added
to the hazard of marital union separation by an infected partner, I/, is the viral load disease
progression parameter value for the male, and I} is the viral load disease progression

parameter value for the female.
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According to Equation 34, if neither partner is infected the hazard remains unchanged; if one

is infected, a fraction of half of the hazard that the union will not dissolve (1-5,) is added
that is proportional to the disease state of the infected individual; and if both are infected, they

both contribute an addition up to a maximum of (1-5,)-R*.

AFFAIRS
As alluded to above, the fact that an individual is HIV-positive should affect the likelihood that

they will become eligible for, initiate, and terminate an extramarital affair. At this time the
simulator does not model these affects because I have not had sufficient time to identify (or
imagine) what those affects might be. The logical implementadon of the effects is

straightforward, and they will be included in future versions of the simulator.

MORTALITY & MORBIDITY

One of the primary outcomes of being HIV-positive is an early death. The simulator takes this
into account by adding a fraction of the hazard of surviving to the hazard of dying based on
the disease state of an infected individual. Like all of the HIV effects, the effect on mortality
operates through the viral load disease progression parameter so that the effect is duration-
dependent and keyed to the progression of the disease within an individual. Equadon 35

describes how HIV affects the hazard of death.

M, =M, +(1-M,)-R"-1”
Equation 35: Effect of HIV on the Hazard of Death
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Where M, is the hazard of death that is applied to at-risk individuals, M, is the base hazard of
death that would prevails when the individual is not infected, R" is the maximum fraction of
the hazard of surviving that can be added by the fact that the individual is infected, and [ is
the viral load disease progression parameter indicating at what stage in the disease the

individual is.

[f a person is not infected there is no affect of HIV since V is equal to zero. The maximum
affect is exerted when V is equal to 1, when an infected person is at the height of the disease

and experiencing full blown AIDS, and in that case the hazard of death is increased by adding

a maximum of (1- M, )-R".

FERTILITY

The overall reproductive potental of the population is affected by HIV in a number of ways.
Infected men and women presumably face a diminished likelihood of forming marital and
extramarital unions, to a degree that is proportional to how sick they are. This results in
women experiencing a lower exposure to intercourse and hence a lower fecundability.
Moreover, an infected woman’s body is also affected, and there is some evidence that infected

women are less fecund. Together with reduced exposure to intercourse, this definitely reduces

fecundability.

After conception, there is substantial increase in the incidence of miscarriages in women who
are infected resulting in fewer births. However, since a miscarriage quickly places a woman

back ar risk of conception, the affect on ferdlity is not as great as it may seem.
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Finally although it does not affect the number of births, it is true that infected mothers have a
substanual likelihood of infecting their offspring at birth and through breastfeeding thereafter.
The fact that a large fraction of infants born to infected mothers end up dying shortly after

birth significantly reduces the net fertlity of infected women.

UNION FORMATION & DISSOLUTION

As discussed above, HIV-mediated reduction in the hazard of union formation and increase in
the hazard of union dissolution has the net effect of reducing women’s exposure to intercourse
and hence their fecundability. The specific form of the relatonship between an individual’s
HIV status and those two hazards is specified directly above in the section dealing with the

effect of HIV on Nupuality.

INTERCOURSE

An individual infected with HIV is less likely to engage in sexual intercourse. The form of this
effect is captured in Equation 37 which is analogous to Equation 33 because it deals with a

couple-specific phenomena — one that requires two individuals to occur.

I,=1,-1-R"-17,)-(1-R" -1,

Equaton 36: Effect of HIV on Hazard of Intercourse

Where [, is the daily hazard of intercourse experienced by couples, I, is the base hazard of
intercourse that prevails when neither partner is HIV-positive (different for married and non-

married couples as described above), R is the maximum amount of the base hazard that can
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be subtracted by an HIV-positive individual, and I/, and 1/} are the values of the viral load

disease progression parameters for the male and female respectively.

As with Equation 33, the minimum effect when neither partner is infected is for the applied

hazard to equal the base hazard (no effect), and the maximum effect when both partmers are

infected and ar a terminal stage in the disease is for the base hazard to be reduced by (1 -R' )2 .

FECUNDITY

The biological fecundity of women infected with HIV is reduced. The model accomplishes
this by applying Equation 37.
F=F-{t-Rr"-V)

Equation 37: Effect of HIV on Fecundity

Where F, is the fecundity (monthly hazard of conception) that is applied, F, is the base
fecundity that is experienced when the woman is not infected. R" is the maximum fraction that
can be subtracted from the base fecundity when an infected woman is at the terminal stages of

the disease, and [”"is the viral load disease progression value of an infected women.
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Uninfected women experience the base hazard of conception while an infected woman with

terminal AIDS has her fecundity reduced by a factor of (1 -RF )

FETAL WASTAGE

The proportion of conceptions that end in miscarriage is greater for women who are infected

with HIV. The simulator models this using

K =K, +(1-K,)-R*-1”
Equation 38: Effect of HIV on Fetal Wastage

Where K, is the ratio of conceptions that lead to a miscarriage to the number of conceptions
that will lead to a birth that prevails, K; is the base rato that is experienced when the woman is
not infected, R” is the maximum ftraction of the base rato than can be added to the base ratio
when 2 woman is infected and at the terminal stage of the disease, and [is the woman’s viral

load disease progrcssion value.

Again, the minimum effect when a woman is not infected is to leave the base ratio unchanged,

the maximum effect when a woman is at the terminal stages with AIDS is for the base rato to

be increased by adding 2 maximum of (1- K, )-R*

VERTICAL TRANSMISSION

The probability that an infected mother will transmit the HIV to her newbom infant is
composed of two variable components. The basic vertical transmission rate is the underlying

probability shared by all infected mothers no matter at what stage of the disease they are. The
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variable component is added to that and depends on the stage of the disease at which the
mother is when she gives birth. The variable component is keyed to the mother’s viral load
disease progression parameter so that it takes into account the duration dependent aspect of a
mother’s infectvity. This relationship is modeled with the no familiar form of an additve

effect, Equadion 39

T=T,+(-T,)-R"-V/

Equaton 39: Perinatal Vertcal Transmission Probability

Where T, is the probability of transmitting the HIV from an infected mother to her newborn
infant at the time of birth, T, is the base vertical transmission probability experienced by all
infected mother’s and their infants, R is the maximum of fraction of the probability of not
transmitting the HIV that can be added to the base probability by a mother who is in the

terminal stage of AIDS, and [”is the mother’s viral load disease progression value.

The probability that an uninfected mother transmits the HIV to her newborn is zero. For

mothers who are infected, the probability ranges from T,t0 T, +(1—-T,)-R".
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PARAMETER VALUES USED FOR HIV INTERACTIONS

The values for the various “R” parameters used to mediate the HIV effects in the simulator are

displayed in Table 61.

TABLE 61: HIV INFLUENCE
PARAMETER VALUES

“R"” Parameter Value
RY 0.80
R® 0.45
RY 0.90
R! 0.80
RF 0.10
RK 0.90
RT 1.00
Ts 0.20
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SIMULATION OUTPUT
Three types of simuladons are run to test the simulator. First, a stable population must be
generated so that any changes observed when HIV is introduced are due to the impact of HIV
and not some naturally occurring change in an unstable populaton. The resulting stable
population is then infected with HIV or infected with HIV and a simulated treatment program
and allowed to run into the furure. The three simulated populations are then compared at
various points in time to ascertain to what degree infection with HIV and infectdon with HIV

and a treatment program cause the populations to be “different” on a number of measures

including:

overall size,

growth rates,

sex composition,

age structure,

HIV prevalence,

HIV incidence,

raw numbers of HIV cases living in the populaton,
mortality rates,

fertlity rates.

One of the aims of creating a stochastic individual-level simulator is to be able to repeat each
simulaton many times in order o ¢stimate the variance in the group of simulated populations.
Unfortunately, that is not possible within the time frame necessary to complete this work given
the compurational capacity at my disposal. Consequently, one must view what is presented
here as a proof of concept that clearly demonstrates that the simulator works and has the potendal

to be useful, NOT as a polished product ready for immediate use. This limitation in capacity
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was recognized early in the process of creating this model and was addressed in parallel to the
completion of this phase of the work. A powerful computer has been acquired to move this

work forward in a substantively useful way.

So, what is presented below must be viewed as a test of the simulator machinery, not as a
realistic analysis of the impact of HIV on a population. The results presented are the very first
to have been produced by the simulator, and because the prototype version of the simulator
runs on a2 PC and takes many hours to generate the 25 years of simulation for each scenario,
repeats, refinements and multiple trials have not been possible. Taken as a whole, the results
of these initial runs are very encouraging as the clearly demonstrate that the simulator works
and even the unrefined parameter set is able to generate a population with largely believable
demographic indices. They also indicate clearly that the HIV module needs refinement, and
more specifically, the manner in which HIV epidemics are initiated needs to be investigated in

some detail.

Take as a whole, the initial results validate the conceptual and technical design of the simulator
and clearly justify the additional work and resources necessary to transform the prototype into

a fully funcdoning simulator with realistic parameter settings.

CALIBRATION - STABLE POPULATION
An inital seed population of 200 males “born” in month one and 200 females “bom” in
month 60 (so that they would be five years younger than the males) is created. This seed

population is evolved into a stable population by simulating 1,500 months starting in month

338

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



300 and running to month 1,800. All of these values are chosen for convenience in order to

make the population begin reproducing quickly.

STABLE POPULATION SIZE, GROWTH AND COMPOSITION

Figure 109 through Figure 112 demonstrate that the resulting population is very stable and
growing at an average proportional rate of 4.97 percent during these five periods, see Table 62
below. The population counts are taken at the mid point of the five-year periods beginning in

months 1,500; 1,560; 1,620; 1,680 and 1,740.

TABLE 62: STABLE POPULATION PROPORTIONAL GROWTH RATES

Period Female Male Both
152 5.02% 5.10% 5.06%
23 4.96% 5.25% 5.10%
34 5.04% 4.88% 4.96%
15 1.76% 1.95% 1.86%
Weighted Average 4.92% 5.02% 497%

These growth rates exceed those of the Gwembe population from which the parameters are
derived and are very high for a real population; however, they are within the realm of reason
and suffice for the purposes of testing the simulator. Some investigation into the discrepancy

will be carried out with an aim to improving future versions of the simulator.
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Figure 109: Toral Stuble Populadon by Age by Period — Male, No AIDS

Stable Population Age Structure by Period
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Figure 110: Stable Populaton Age Structure by Period - Male, No AIDS
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Stable Population Age-Specific Sex Ratio
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Figure 113: Stable Populadon Age-Specific Sex Rado

Figurc 113 displays the age-specific sex rativ for the stable populaton. The pronounced
stochasticity at older ages results from small numbers: the fact that the cohorts aging through
those ages were much smaller to begin with and by the tme they reach those ages their

numbers are substandally reduced anyway.

STABLE POPULATION MORTALITY RATES
Figure 114 and Figure 115 display the male and female age-specific mortality rates describing

the stable simulated population during the five periods common to all of the simulations

presented here: months 1,500 — 1,559; 1,560 — 1,619; 1,620 — 1,679; 1,680 — 1,739; and

1,740 — 1,799.
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Figure 115: Female Age-Period-Specific Mortality Rates
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In both cases the mortality rates appear reasonable and stable as time progresses. The marked
stochasticity at older ages is due to the fact that there are increasingly fewer people alive at
those ages at risk of dying, so that the law of large numbers prevails less and less as age
increases and thereby the precision with which mortality is measured at those ages is
progressively diminished — just as it with a “real” population. Confirming the realistic nature
of the mortality rates are the expectations of life displayed in Table 63 which closely match the
values of life expectancy calculated from the mortality rates used as parameters for the
simulator — see Table 46.

TABLE 63: STABLE POPULATION PERIOD
EXPECTATION OF LIFE AT BIRTH

Period Male Female
1 429 51.1
2 497 545
3 46.3 55.8
4 46.4 52.8
5 45.5 519
Weighted Average 46.2 532

STABLE POPULATION FERTILITY RATES

The stable populaton female age-specific fertlity rates presented in Figure 116 are stable as
time progresses, generally stochastc, and appear to have the typical age profile. However, they
are noticeably higher than the age-specific fertlity observed in the Gwembe, and they are

especially high at reladively older ages. Moreover, the total fertility rates (TFR) presented in
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Table 64 confirm that there is too much fertlity in the simulated populatdon. This fact

explains the higher-than-desired growth rates prevailing in the simulated population.

Female Age-Period-Specific Fertility Rates

Figure 116: Stable Population Female Age-Specific Fertlity Rates

TABLE 64: STABLE POPULATION FEMALE
AGE-PERIOD-SPECIFIC FERTILITY RATES

Period
Age ] 2 3 3 3

10-14 0.176356+4 0.173632 0.185683 0.183855 0.184159
15-19 0.239297 0.246098 0.234338 0.236363 0.243158
20-24 0.319978 0.304974 0.300310 0.288433 0.307848
25.29 0.348385 0.349059 0.345336 0.334039 0.335044
30-34 2.361671 0.326582 0.334248 0.340686 0.3376359
3539 0.315687 0.307797 0.331415 0.306843 0311706
10-44 0.265369 0.22246 0.217388 0.235247 0.226549
4549 0.076967 0.093023 0.073620 0.078650 0.069888
50-54 0.019048 0.007187 0.003863 0.00303+ 0.003506
TFR (10-54) 106 102 10.1 100 10.1
TER (1549) 92 9.2 9.2 9.1 9.2
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The fertlity module does not currently model the decline in fecundability experienced by
women as they age through their reproductive years, and it is likely due to this limitation that
fertlity is too high at older ages. Consequently, fecundity age-dependence will be added to the

next version of the simulator.

HIV SIMULATIONS

Due to the long period of time necessary to complete an individual simulatdon on a PC, the
HIV simulations presented here are the very first HIV simulations to be produced by this
simulator. As such they are /mitial results that are on the forefront of this simulating effort. I
want to remind the reader that these results do not necessarily reflect “realistic” situations as
vet, and that they also contain some odd behavior thar results from the specific choice of initial
conditions and from the author’s general lack of detailed experience with the working
simulator. Again, I remind the reader to view these results as conclusive prof of concept rather

than useful substantive exercises.

All of the HIV simuladons start from using a stable populaton in month 1,500. Twenty
percent of the initial population between ages fifteen and 49 is randomly infected, and
thereafter each individual between ages fifteen and 49 is subject to a monthly hazard of
infection from outside the simulated population of 0.0003 per month, discussed above under
Random Infection. The untreated and treated AIDS simulations utilize a viral load indicator

profiles displayed in Figure 117, as discussed above under Transmission.

The untreated viral load indicator for adults runs for 150 months corresponding to an average

tme from infection to death of about ten years. For children this period is 24 months. The
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viral load indicator for treated adults runs for 300 months allowing a treated adult to live about
twice as long; and additionally, the treated adult viral load indicator is of negligible value for the
duration of the infection permitting a treated adult to be very uninfective during the bulk of their

illness. The viral load indicator for treated children runs for 50 months also allowing them to

live substanually longer, but not nearly as long as an infected adult.

Untreated and Treated Relative Viral Load
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Figure 117: Untreared and Treated Reladve Viral Load for AIDS Simuladons

Several things were learned during the process of conducting these initial simuladons. Alt of
the first atternpts to initate and maintain an HIV epidemic just using random “external”

infections failed, resulting in the very unrealistic starting condition of 20 percent infected
adults. This was very surprising and must be investigated much more rigorously.
[t is possible that an AIDS epidemic is very slow in the making and must reach some threshold
before the pace of spread become significant. It is also possible that spedial sub-networks of
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sexual contacts are necessary to allow a widespread HIV epidemic to develop, and that this
simulator does not _yet model those sub-networks. Those might include contact hubs such as
commercial sex workers or a small number of very, very sexually active people who are able to
spread the virus among otherwise well-separated cells within the populaton. Rather than
viewing this as a defect in the current model, I think it clearly reveals that the creation of a
rapidly growing, widely spread HIV epidemic relies on something other than normal, fertlity-
correlated levels of sexual contact between spouses and lovers, even with relatively high
turnover of both. Rather, another element is necessary in the sexual networking, or the

empirically observed transmission probabilities are far, far too low.

Adopting the initial conditions described does spark and maintain an epidemic, but it also
produces undesirable and unrealistic ransient effects including a massive short-term die-off of
the inidally infected adult population who are all simultaneously at the beginning of their
infection period. Recently infected individuals should not die in such high numbers, indicating
that the shape of the viral load indicator parameter needs to be altered to reduce the
probability of death due to HIV infection immediately after infection ... or the HIV module
needs to be modified in such a way as to more realistically model the progression of an
individual from infection to AIDS. Both are likely necessary, and I have already begun work
on an improved module to govern the natural history of HIV infection within an individual,
and specifically to allow for two different indicators of an infection’s status; one relating to the
infected individual’s health (a CD4 count indicator), and one relatng to an infected individual’s
viral load and infectivity (a viral load count). These two indicators are related to each other in

a reladvely complex way as an infection progresses, both are substantally affected by
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reatmenet, and both also interact with other opportunistic infections to create the full

repertoire of infections that constitute AIDS.

POPULATION GROWTH

Figure 118 displays the annual proportional growth rates for the simulated populations
infected with HIV compared to a simulated population not infected with HIV. Growth for
the untreated population is initially much lower reflecting the initial die-off discussed above.
However, it recovers quickly and appears to be stll rising at the end of the 25 years of
simulaton. On the other hand, growth of the infected/treated population is similar to the
uninfected population until the last period when it starts to decline. This appears to be the
result of a delayed impact of the initial infection; the majority of those infected live for nearly

twenty vears following infecdon.
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Figure 118: Total Populadon Annual Proportional Growth Rate for AIDS Simuladons
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MORTALITY

Figure 119 and Figure 120 display the period-averaged age-specific mortality rates for the
populations infected with HIV. Very reasonable increases in mortality during the adult years
berween twenty and 50 are observed for the untreated population, while increases in the
treated population are advanced in age and restricted to ages 35 to 50. There are no substandal
differences observed between the male and female patterns for these relatively short durations
of simulation; however, nodceable differences are observed in prevalence and incidence

patterns (below) which probably require several more decades of simuladon to have a full

impact.

Male Age-Specific Mortality Rates
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Figure 119: Male Age-Specific Mormlity Rates for AIDS Simuladons
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Female Age-Specific Mortality Rates

I

012

310

| i
I

ST 4

o6

Age Speahic Moealing Raie

T

002

)
o 14 59 1004 1517 20-24 25.20 U340 3530 -4 3539 50-54 55.59 6064 6569 DTS TS.TO 03

Axe

-« % - -Stablc —=@=—— \|DS ——@— Treated DS

Figure 120: Female Age-Specific Mornlity Rates for .\IDS Simuladons

FERTILITY

The impact of infection and treatment on fertility is evident in Figure 121. Infection with HIV
reduces ferdlity at all ages substandally whereas treatment almost entirely negates this effect.
This results from the fact that the viral load is suppressed for the bulk of the infected period

for women who are infected and treated.

The level of fertlity reduction appears to be about right given the empirically observed
reduction of about twenty percent for HIV infected women. However, this is an aspect of the
simulator which requires further tuning to bring the results into strict alignment with empirical

observations.

351

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Female Age-Specific Fentility Rates
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Figure 121: Female Period Totl Ferulity Rate for AIDS Simulatons

AIDS

The following sections outline the levels of HIV-specific indices for the infected and treated
populations. These are a first pass analysis of these simulations and do not constitute the sum
total of all indices that can be calculated or the relatdonships between indices such as incidence

and prevalence that it is possible to calculate.
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INCIDENCE

Male Age-Specific HIV Incidence
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Figure 122: Male Age-Specific HIV Incidence Rate
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Figure 123: Female Age-Specific HIV Incidence Rate
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It is clear that the HIV incidence is occurring at the correct ages; namely zero and the adult
ages berween fifteen and 50 for the most part. It is also clear that treatment significantly
reduces incidence but does ot bring it even close to zero. There is also a interesting but subtle
difference in the age pattern of incidence for men and women with the male age profile being
slightly more weighted toward older ages than the female profile. This makes sense given the
fact that there is a substantal age difference berween spouses and lovers. The low level of

incidence observed at relauvely older ages must result from the age-mixing inherent in the

formation of affairs.

The most interesting finding is the fact that treatment actually Zncreases the level of vertical
tansmission. [t will have to be verified that this is not a “bug” in the simulator, and once that

is confirmed, I can make statements regarding this finding,

PREVALENCE

Figure 124 and Figure 125 display the prevalence of HIV in the untreated and treated
simulated populations. The prevalence is clearly greatest during the adult years reaching very
realistic levels; levels that are actually low compared to the levels of twenty, 30 and even 40
percent observed in some populations in Southern Africa today. The sex differendals are
again subtle but there; the male pattern is weighted slightly more toward older ages than the
female pattern. The effect of treatment appears to have a slightly stronger sex bias with

treatment substantially reducing prevalence, but more so for older females.
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Figure 124: Male Age-Specific HIV Prevalence Rate
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Figure 125: Female Age-Specific HIV Prevalence Rate
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NEW CASES
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Figure 126: Male Age-Specific Number of New HIV Cases
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Figure 127: Female Age-Specific Number of New HIV Cases
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The average raw number of new HIV cases by age for each five-year period of simulaton is
displayed in Figure 126 and Figure 127. Those figures most clearly demonstrate the sex-bias in
the pattern of infection with the male distribution being shorter and broader extending more
into older ages than the female distribution. In comparison, the female distribution peaks very

early on and with substandally higher numbers.

In both cases treatment has a substantial impact in reducing the number of new cases during
the adult ages, but anomalously (as mentoned above) increases the number of new cases due
to vertical transmission. Again, it must first be determined whether or not there is a reversed

sign somewhere in the model giving rise to this finding before it can be interpreted.

SUMMARY OF SIMULATION OUTPUT
The initial output from the simulator confirm that all of the demographic modules work well
and require very little adjustment or augmentadon to correctly and reliably model the complete

demography of both monogamous and polygynous populations.

The results from the AIDS simulations are also positive but point to the fact that more needs
to be done to understand and model individual sexual behavior and the natural history of the
HIV within a single individual. Both of those avenues of investigation and development are

ongoing as of this writing.

Perhaps most importantly, the successful running of the simulator confirmed that the
underlying technology and methods used are appropriate and produce acceptable levels of

performance, even on a comparatively underpowered personal computer. Even more
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encouraging, being able to successfully run the simulator and produce results confirms that the
structure of the simulator does offer the degree of flexibility and rich array of outputs that

were envisioned from the outset.

In the final analysis, this endeavor is viewed as a2 completely successful proof of concept that
fully justdfies the additional time and funds that are required to move it from this stage to being

a useful, generalized tool for population and health research.
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Part 4

THE STRUCTURED POPULATION EVENT
HISTORY REGISTER - S.P.E.H.R.

SPEHR CONCEPT
The Strucrured Population Event History Register (SPEHR) is a general relational data model
designed to capture, store, verify, manipulate, extract and partially analyze longitudinal data
describing a dynamic collection of entities that are related to each other in complex ways
through their joint experience of salient events. Although the design is general, it was
conceived specifically to manage the kind of data collected and manipulated by a long-lived,

dynamic Demographic Surveillance System (DSS).

SPEHR is unique in two regards. First, it stores a complete description of the primary data
stored in the database and the logic used by the database to manipulate those primary data;
those data that describe other data are referred to as “meta data”. Second, it uses the meta data to
provide the meaning (or definition) associated with the primary data and the various
connections between the primary data, thereby making the meta data an integral and
indispensable part of the database. The meta data are themselves stored in the database as

records in special meta data tables.

There are a number of useful consequences, the most important of which is that new meaning

can be added to the database by simply adding new rows to the met tbles. In this fashion
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new entities and their behavior can be described in the darabase without creating, deleting or
amending the structure of any of the tables in the database. This allows the structure of the
database to remain constant through time as new entities are added, perpetually maintains the
descriptions (and meaning) of existing entities, and effectively isolates the users from both the
physical and logical implementation of the database system. All that a user has to understand
in order to maintain a SPEHR-based database is the logic through which meta data are

interpreted by the database.

Another useful consequence is that because the meta dara are necessary for the operation of
the database, the meta data are always available to describe the data in the database, and it is
impossible to separate and consequently /Ase the description of the primary data. This property of
the model is critical to analysts who are usually not familiar with the day-to-day operation of
the database but must have precise definitions of the data in order to conduct meaningful

analysis.

Finally, the meta data provide a means through which the database can wunderstand itself. This
allows the development of general, automated processes to insure the integrity of the primary
dara stored in the database. Having access to the meta data allows the maintenance of
relationship integrity in addition to standard reladonal and temporal integrity. By “relationship
integrity”, I refer to the validity of the stored representation of external relationships between

modeled endties.

I have designed and successfully demonstrated the core SPEHR data model using a simple

ficional model population. All of the primary design goals have been successfully realized
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and tested in that demonstration. In addition to the core model I envision three more core
components. The first to model primary data constraints, the second to model questionnaire
(data capture) instruments, and the third to model database audits. Although these data
models are still in the conceptual phase of development they are envisioned to incorporate the
same seta data-centric design introduced in SPEHR, with the synergistic consequence that they
can share meta data with the core SPEHR model and thereby increase the flexibility and udility

of all components.

Continued development and testng of the SPEHR concept has the potendal to be of great
use. SPEHR is expressly designed to be general and thereby flexible enough to manage a wide
array of different, even unique, longitudinal data sets. A successful test and subsequent full
implementation of SPEHR (in the initial planning stages at the Agincourt DSS site in South
Africa ar the tme of this writing) will produce a robust functioning software system that will
have all of the capability necessary to manage data from any existing or new DSS site. In order
to convert to the SPEHR-based system, a DSS site would have to go through a challenging
conversion process, but after that was complete they would be able to avail themselves of all of
the benefits of SPEHR. Moreover, a group of SPEHR-based systems would be able to easily
share and compare data, descriptions of data, and data collection instruments amongst themselves in a
technologically transparent fashion. This ability to share data withoutr regard to the
technicalities of the data system in which it is stored would greatly lower the barriers to
collaboration between sites, including their ability to design comparable, compatble new

mult-site studies.
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DESIGN OBJECTIVES
SPEHR is a conceptual (logical) model of data that can manage continuously collected data

describing the history of a human population. Data of this nature:

are time-related or longitudinal,

® encode arbitrarily complex connections berween individual members of the population
and aggregates of individual members,

® must meet evolving substantive requirements, and

¢ must in parallel fulfill substantial operadonal requirements of the programs that collect
them.

The overall objective of SPEHR is to provide a flexible, general standard conceptual and
logical framework for capturing, validating, organizing, storing, manipulating and retrieving
longitudinal population data. The ultimate desired result is to facilitate the sharing and

comparing of data describing different populations through time.

STANDARDS AND COMPARABILITY

Successful comparison of data requires: 1) that the data have comparable meaning, or whose
definitions are well enough understood to make comparison possible, and 2) that the data are
stored and organized in ways that allow comparisons to be made. The first requirement is a
substantive one and must be primarily addressed as such; however, the darta storage logic can
be helpful by tightly coupling primary data to its definition thereby making the formulation of
a comparison feasible and as precise as possible. Not being able to meet the second
requirement is surprisingly one of the most serious barriers prohibiting primary analysis of

longitudinal population data, in additon to making comparisons very difficult. Because
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longitudinal data are usually stored in complex relational databases, extracting them in a format
that is amenable to analysis requires expert database skills not possessed by most analysts.
Consequently, many of the data remain locked in their individual tables, never linked up,

extracted, or analyzed — much less compared to other such data describing another population.

Improvements in the logic of data storage can be of great help regarding the second
requirement. The logical design of the database can be standardized so that access to and

manipulation of the dara is performed using a unified logic that can to a large extent be

automated.

SPEHR is the first step in the design of a database system of this sort. The SPEHR data
model provides a standard conceptual and logical framework for storing and manipulating

arbitrary longitudinal populaton data.

FLEXIBILITY AND EXTENSIBILITY

Flexibility refers to the ability of the data model to manage data that reflect a wide range of

realides. In broad terms, a longitudinal data model needs to be flexible along two dimensions:

tme and structure.

On the time dimension, the data model needs to be able to gracefully manage data collected by

various study designs including cross sections, panels, cohorts and continuous surveillance.

On the structure dimension, the data model must be able to represent and manipulate an
almost unlimited variety of potential connections between modeled entities, and to be able to

model any degree of connectedness from very little to extensive. For example, the data model
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must be able to handle an unpredictable degree of relatedness brought about through male and
female relatonships that may take the form of elopements, non-marital conjugal unions,
marital conjugal unions, short term affairs, long term affairs, intermittent affairs, repeated
marital unions etc. Some studies may not care about all those or may consider them to be the
same for their purposes. The data model must have the ability to model them all or to
consider them the same or to collapse them in some manner. Where DSS systems are
concerned, the model must at least be able to model all of the individual-based relationships
between people in addition to be able to relate aggregates of people to each other and
individuals; for example, a household to its members and the village to which it belongs — in

addition to the plue where it exists.

Extensibility refers to the model’s ability to gracefully evolve and grow with the changing
substantve requirements of the enterprise it is serving. Most importantly, the data model must
be able to easily expand to model additional entides, relationships and constraints as new
studies join the enterprise. Ideally, this expansion should be easy, transparent, not require
logical modifications to the existing data model, and not disturb the ability of the model to
continue modeling the existing enttes, relationships and constraints. This last point is
important in that it insures that the daabase is always able to retrieve valid information
describing the past, even if some aspects of reality were recorded then, but are not recorded

now — in other words, the system never forgets.

SPEHR incorporates a great deal of flexibility and extensibility by providing a data model logic

instead of a data model per se. The logic is used to interpret meta data that describe the
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modeled reality, and those meta data and thus the modeled reality can be augmented at any

tme.,

SELF-DOCUMENTATION

Data documentation is very important but zery boring, and hence is usually not done very well,
or sometimes not at all. This results in the existence of data with no meaning. I have
personally experienced this with census information recorded in ASCII dara sets on magnetic
tape. All of the values for each record are there stored in a long string of ASCII characters,
but there is no dictionary to inform us of the length of each field or the definitons of the

codes stored within each field; the result is completely meaningless garbage!

Self-documenting refers to the ability of a data management system to store all of the
definitions of the primary data with the primary data in the database. A stronger version of this

is to require the definitions in order tor the database to operate.

SPEHR is self-documendng in the strong sense that it contains a full set of meta data
describing the primary data in the database and the relationships between them, and those data

are an integral and indispensable component of the database.
The meta data at least:

provide a full description of the primary data that are stored in the database,
provide a full description of the logic that is used to organize and manage the stored
data,
e allow the system to automatically:
© understand what is stored and how it is organized,
o enforce constraint logic,
© automate the manipulaton and retrieval of primary dara,
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o add new data structures,
e provide system users with full up-to-date data definidons at all times.

LOW MAINTENANCE

Any practical system must be as low maintenance as possible. Low maintenance comes in
several forms for databases. The first is to minimize the amount of day-to-day tinkering that
goes on to insure that a database runs properly and is useful, and the second is a reduction in

the skill level required to access and successfully retrieve information from the database.

SPEHR aims to keep both as low as possible. Because the SPEHR .data model does not
require logical redesign of the database each time additions to the system are required, because
the data organization logic is standardized, and because the meta data are always available,
non-technical users should be fully empowered to access and manipulate data in a SPEHR-
based database once they have learned the logic of SPEHR — with no other special skills

required.

All of the day-to-day maintenance tasks can be automated, including:

adding, editing, or deleting data,
adding, or editing data structures,
verifying data integrity,

extracting operational reports, and
extracting analysis data extracts.
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Within the SPEHR data model, there is no need to ever add or delete tables from the database
or add or delete relatdonships from the database. At most, new queries may need to be defined

from tme to dme on SPEHR’s base tables.

SECURITY

The primary security concern in most DSS databases is the requirement to guarantee the

privacy ot the respondents. This requires at least:

controlling access to individual datum,

controlling access to connectons between individual datum,

potentally preventing access to the data through subpoena, and

providing a mechanism for the timely irreversible destruction of the data should they
be in danger of being used to facilitate massive crimes against the respondents.

The last three points are not usually considered necessary, but I argue that they are potendally
important, especially in the context of a longitudinal project that continuously collects high

resolution, high quality data from a defined population.

Just the connections between modeled entities can be used to identfy individual items based
on the unique network of connections that exist for most modeled endtes. For example,
withour knowing a person’s idendty, it is likely that they can be identified by drawing
connections between them and their family members, the places they have lived and a few
other pieces of otherwise “anonymous” informaton. So, it is important to control access to
anonymous relationships that are stored in the database as well as protecting the entities

themselves.
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Long term projects that develop a high degree of trust with their study community may begin
to record information that is of use to the criminal justice system as they investigate and
prosecute criminal activity. [t may also be thatr part of the study is to specifically study
behavior that may be of a criminal nature, such as drug use. In these cases, protecting the
privacy of the respondents means protecting their information from the authorites in a /ga/
fashion. This can be easily accomplished by distributing the database over several legal
jurisdictions so that the dara stored in each jurisdiction is incomplete and not able to produce a
valid view of any one individual In so far as jurisdictions (like different countries) do not
cooperate with the investigation and prosecution of crimes, the respondents are protected, and
so are those responsible for the study — all information in a given jurisdiction can be provided
to the authorities while legally withholding the information physically stored elsewhere. This
security threat is in stark contrast to the much more troublesome situation in which the

authorities themselves become the criminals.

The Nazis used the Dutch population register during World War II to quickly identfy and
apprehend the Jewish populaton in Holland, and the more recent conflict in Rwanda also
involved explicit use of the census to more quickly idendfy vicims. Populaton based
information can be catastrophically misused when there is the will to do so, and in cases such
as thosec mentioned above, the only way to prevent massive disaster is to quickly and
permanently render the data useless. I assert that any responsible population-based project
should have a well-developed plan to prevent their data from being used to coordinate
genocide or the targeting of specific subpopulations. The easiest way to do this is to store one

or more key tables on a single physical medium that can be irrevocably damaged or destroyed
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on short notice. Regular offshore (overseas) backup insure that the data are not irrevocably

lost.

To address these security concerns requires:

thoughtful logical partiioning of the data into easily secured units,
thoughtful physical partitioning of the data into legally inaccessible units,
centralized control over access to the data, a

at least one fusible relationship or table in the database.

SPEHR can accommodate all of these security concerns because it is based on a highly
normalized representation of data that requires information to be broken down into its most
basic unitary compoaents, each of which is stored in a different table. These tables can be
distributed across physical devices and those devices across physical space in ways that address
each of the concerns described above. Access control to individual tables is already well-

supported in all enterprise-level commercial DBMSs.

VALIDITY

Validity refers to the property of data having to do with the degree to which the data correctly
and precisely reflect the reality that they describe. Consequently, validity has to do with both
the meaning of the dara and the fidelity with which they are recorded and organized. Insuring
that the meaning of the dara faithfully reflect reality is primarily the responsibility of the data
collection system, whereas maintaining the fidelity of stored data is the responsibility of the

database.
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One of the most important principles in maintaining the fidelity of stored data is to minimize,
or optimally disallow completely, the duplication of stored facts in the database. A fully
normalized database does not duplicate anything whereas partially or not normalized databases
store idendcal informadon with identdcal meaning in two or more locations in the database.
Obviously, duplication provides the potental for the duplicate informaton to become
inconsistent through inconsistent storage, editing or deledon. The fidelity with which
information is stored is inversely related to the degree of duplicaton in a database. SPEHR

has been tery carefully designed to be fully normalized with no duplication of stored facts at all.

Another critical element to insuring the integrity of data is the specification and enforcement
of constraints. Constraints act as filters preventing invalid data from being stored, preventing
invalid links from being stored, and preventing invalid temporal facts from being stored.
Constraints can be specified in many ways relating to all three of those dimensions. Many
commercial DBMSs have built-in sophisticated machinery for providing referential integrity,
but very few have sufficient support for temporal integrity, and relatonship integrity cannot be
supported in a general form by the DBMS. SPEHR provides good referendat integrity, and
has been designed with the potential to provide good temporal and reladonship integrity. The
provision of these last two is the subject of one of the additional components of SPEHR that

is still in the conceprual design stage.

ANALYSIS-FRIENDLY
One of the primary limitations of most existing longitudinal population data management

systems is the fact that they are very analysis-unfriendy. By this I mean that it is prohibitively
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difficult for the average analyst to extract data from the database organized and formatted in a
way that is amenable to analysis. Because relatonal databases are typically complicated
collecdons of many related tables, it is necessary to completely understand the exact
relationship between the tables and to have a firm command of SQL or some other relatonal
query language to actually join the tables and extract useful informaton from them. Well-
developed skills of this type are not widely available and usually reside only in the database
manager, who is already fully occupied making the database run. Consequently, analysts are

not able to have sufficient access to the data stored in the database.

To rectify this, the database needs to be organized around a consistent logic through which
any of the data can be accessed and extracted using standard (automated) tools. Given this,
the analyst has to have a firm grasp on the data model and the facility to use the standard
extraction tools, and that is all. SPEHR provides the consistent logic necessary to implement
this and begins to define the standard data manipulation and extraction tools. The further
refinement of these extraction tools is an active area in the further development of SPEHR.
As of now, the user can view the data using common “real world™ views such as a “person” or
a “marriage” with all of their attendant attributes. A generalized, automated system for

defining “real world” views is under development.

Additionally, an accessible database should be able to produce user defined analysis extracts in
standard formats such as: 1) fully rectangularized flac files based on an arbitrary unit of analysis,
and 2) item-(time) granule files defined over arbitrary units of analysis and arbitrary granules of

ume (such as person-months or household-years). In its current version, SPEHR is able to

37

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



produce both formats easily, but not vet in a user-defined fashion. However, that potendal is

built into the SPEHR data model and simply requires some additional work to fully develop.

GENEALOGIES

The ability to model genealogies is important to all types of scientists who might utlize data
pertaining to a whole population. Social scientsts, and anthropologists in particular, regularly
use genealogies to map families and categorize households and individuals. Epidemiologists
may need them for the study of genetic disorders, and biologists and health care workers may

require themn to develop treatments for genetic disorders or to manage family-based health care

programs.

One of the very few population-specific design goals is the requirement that SPEHR be able to
completely model genealogies of any sort; generated by either monogamous or polygynous
marriage systems. In fact, because genealogies are difficult to encode and manipulate in a
general way, SPEHR’s success in modeling genealogies would be very reassuring.
Consequently, I am happy to observe that a SPEHR-based database can fully model and

manipulate an  arbitrary genealogy, for a demonstradon of this please see

www.samclark.net/SPEHR.
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SPEHR DATA MODEL
This section describes the primarily components of the SPEHR relatonal data model. A
relational data model specifies the structure of all of the tables and relationships between the
tables that constitute a relational database. In so doing, it may also specify most or all of the
referential integrity that is required of the dara stored in those tables. Please refer to Appendix

A and Appendix B for basic information on relational databases.

The SPEHR data model is highly abstracted, general, flexible and extensible. It is
designed to capture, validate, store, manipulate, and retrieve longitudinal data
describing any collection cf items that:

® experience meaningful events at definable points in time, and

¢ whose members are related to each other through the occurrence of meaningful
events that affect more than one member.

Integral to its functioning, SPEHR stores and maintains a complete set of meta data

describing both the primary data stored in the database and the relationships between

modeled entities.

373

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The core SPEHR data model consists of modules and/or individual tables that model:

events,
item-episodes,
experiences,

attributes,

shared experiences,
muld-event processes, and

meta data.
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Figure 128: Structured Populadon Event History Register DATA MODEL

Figure 128 displays the SPEHR data model as a pseudo entity relationship diagram. It is
included here for completeness although it is not necessary for the reader to fully digest it
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because the concept behind each major component is described below in English. However, a

few guidelines are appropriate.

The diagram is divided into modules that correspond to the major components of SPEHR:
item-episodes, experiences, events, shared experiences, processes, and attributes. Within each
block, the tables that model the associated functionality are diagramed with their attendant
connections. Each block contains at least one meta table containing the list of “types” that can
be instanced to create the individual endties that are at the core of the block. The connections
berween tables relate the unique IDs in each table to corresponding fields in other tables, and
hence represent the connections and the cardinality of the connections between individual
tables. Where a connector terminates in a sphere, the connection is of cardinality one, whereas
where a connection terminates in an arrowhead, the connection is of cardinality greater than or
equal to one. For example, the connection between the events table and the experiences table
is one-to-many and is encoded by a sphere-to-arrowhead connection between the event ID
field in the events wable to the correspcnding event ID field in the experiences table. Unique
indices are represented by bold text or vertical lines encompassing the fields over which the

index operates. All table-level IDs are unique and indexed.

This document is not intended as a technical treatise, so beyond displaying the diagram I will

not provide a derailed technical description of the data model; rather, I will attempt to

explicate the concepts governing the model.
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EVENTS

An event is a meaningful instant in tme corresponding to a fact associated with that instant
and not with the instants immediately before or after. Typical events associated with
longitudinal population studies include: births, deaths, marriages, divorces, migrations,

and movements between households.

ITEM-EPISODES

An item-episode is a meaningful interval of time corresponding to a fact that is true during
the interval and false immediately before and after. The “item” in the name calls attention to
the fact that the episode can, and often does, correspond to the lifespan of a physical thing —

an stem. Typical item-cpisodes of interest to longitudinal population studies include:

® aperson — alive and “existing” trom their data of birth to their date of death,
a household - recognized and valid from its date of incorporation to its date of
disbanding,
a residency — a person « 2 place from their data of arrival to their data of departure,

® a marital union — a valid contract pairing 2 man and woman from the date of union
to the date of separation, and

¢ aplace - a geographical entity that is located and named from its date of mapping to it
becomes irrelevant.

EXPERIENCES

An experience is the manner in which an item-episode is affected by an event; or alternatvely,
the impact that an event has on an item-episode. Experiences associate item-episodes with
events, and two or more item-episodes associated with an event are related to one another

through their individual associations with the common event. A single item-episode may, and
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most likely will, experience many events, and a single event may, and almost certainly does,

affect many item-episodes. As a result, complex many-to-many reladonships are possible.

The nodon of experiences is the key concept behind SPEHR. Three aspects of this method of

encoding reladonships between things are of particular importance.

1. The entire notion of relationships defined by experiencing events together is a
natural and intuitive one that fits nicely with our day-to-day lives. As such it is
not an arcane logical construct that is difficult for people to understand and
manipulate.

2. The definition of relationships through the joint experience of events
automatically associates every relationship with its duration and the
circumstances that initiated and terminated it; and in fact, it is not possible to
omit any of these attributes in this coding scheme. Rather than being an
artificially constructed and enforcecC requirement of the storage scheme, the
time dimension is a natural and necessary part of this coding scheme.

3. The system puts no limit on the complexity or cardinality of relationships that
can be stored and manipulated. By this I mean that any number of items can
share an experience and hence initiate or terminate some form of relationship
between themselves, and each of their individual experiences can be very
different, associating them in different ways with each other. The beauty of
this is that it is possible to encode all of this complexity without creating new
constructs within the database.

Table 65 displays a simple demonstration of the principle of an experience. In this example
two events Justine’s birth and Adam’s death affect a number of item-episodes in different
ways. The birth is experienced by the newborn (Justine) as the leginning of her life, by her
mother as giing birth, by her father as baving a birth of one of his children, and by Durban, the
place where she is born, as the addition of another person. Similarly, Adam’s death is

experienced by Adam as the end of his life, by Rachel (his wife) as the /s of her spouse, by
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Justine as the /ss of her father, by Durban, where he died, as the /ss of a person, and finally by
his marriage with Rachel as its end, and, all of these experiences (and item-episodes) are ted

together by their link to the common event.

TABLE 65: EXAMPLE OF “EXPERIENCES”

Item-Episode Experience Event
Rachel Gives Birth Jxstin’s Birth
~Adam Has Birth Justin’s Birth
Justge (newborm; Begins Life Justin's Birth
Durban (place of birth) Adds Person Justin's Birth
Rachel Loses Spouse Adam’s Death
Adum Ends Life Adam’s Death
Jusung Loses Father Adam’s Death
Durban (place of death) Loses Person Adam’s Death
Adam and Rachel’s Marriage Ends Adam’s Death

Each column in Table 65 corresponds to a table in the SPEHR data model. Even though the
Item-Episode and Event columns in Table 65 displays multiple instances of the same things,
each “thing” is stored only once in the database. Each item in the Experiences column is
stored separately because the experiences are what maps, or links, the item-episodes and events
together, and through their joint linkages to the same events, the item-episodes to each other.

The database tables corresponding to this example look similar to Table 66 through Table 68:

TABLE 66: RECORDS IN ITEM-EPISODES TABLE

[tem-Episode ID [tem-Episode
1 Rachel
2 Adam
3 Justine
4 Durban
5 Adam and Rachel’s Marriage
378

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



TABLE 67: RECORDS IN EXPERIENCES TABLE

Associated Associated

Experience ID Item-Episode 1D Event ID Expenience (Type)
1 1 I Gives Birth
2 2 1 Has Birth
3 3 i Begins Life
4 4 1 Adds Person
5 1 2 Loses Spouse
6 2 2 Ends Life
7 3 2 Loses Father
8 4 2 Loses Person
9 5 2 Ends Marnage

TABLE 68: RECORDS EVENTS TABLE

[tem-Episode ID Item-Episade

1 Justine’s Bish
2 Adam’s Death

Addidonally, the Experience field in Table 67 does not actually contain data in the SPEHR
model, but rather the ID number of a record in a meta table that specifies the various types of

experiences that are possible.

ATTRIBUTES

The attentve reader will have notced that there is not yet a facility for storing the individual
attributes of specific items or events. In most databases, attributes are stored together with the
things they describe using additional fields in a given table. However, because SPEHR stores
things of many types in the same tble (lots of different types of item-episodes in the item-
episodes table, and lots of different types of events in the Events table), it is not possible to
store all of the different sets of attributes corresponding to those different types of things in

the same table. Instead it is necessary to store the attributes elsewhere and link them to the
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things that they describe. This is done with a separate set of tables, one to store each type of
dara and several to link the amtributes to the things that they describe. This organizaton
degrades performance a little because many tables must be accessed and joined to attach
atributes to things, but it is a necessary and very flexible mechanism for supporting the core

SPEHR item-experience-event data structure.

SHARED EXPERIENCES

Experiences are often reciprocal or inextricably related. For example, a migration involves a
person leaving one place and arriving at another, and there is no way that the migration can
occur without the “leaving” and the “arriving”. Those two experiences are reciprocal and
inextricably linked. It turns out for various performance-related reasons that it helps to link
those kinds of experiences explicitly, and SPEHR offers a facility to do that by grouping
experiences into “shared experiences”. This is also occasionally necessary to differentate
experiences that can be interpreted in ambiguous ways, but a discussion of this is beyond the

scope of this document.

MULTI-EVENT PROCESSES

Many happenings are composed of a number of events that occur over a comparatively long
period of time, and SPEHR provides a mechanism for grouping related but distinct events into
“mult-event” processes. Initiating a marriage is a good example. That process often involves
some sort of engagement event, the migration of one or both of the potential spouses, the
movement of the potential spouses from their previous households to new ones, a wedding,
and usually the formation of a new household. All of these events are part of the process of the
new couple becoming married and likely are stretched over the course of several months or
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vears. Not having the ability to encode the fact that all of these events are related might
(probably often) lead to a loss of information and potential misinterpretation of the individual
events. Coding the multi-event process allows the database to represent the larger (causal)

context in which the individual events take place.

META DATA

Meta dara are at the heart of SPEHR. All item-episodes, events, experiences, and attributes are
instances of types predefined for each. The number and description of the types can be
augmented at any time simply by adding new rows to the various meta data tables that contain
them. In this way the “types” that can be stored an manipulated by the database and the ways
that they are connected (through “types” or experiences and “types” of attributes ... ) can be

updated and expanded at any time.

Both the database and the users of the database have access to this meta data, and both must

use it to interpret the data stored in the database.

SPEHR DEMONSTRATION

A fully functoning demonstraton of the SPEHR dara model can be found at
www.samclark.net/SPEHR implemented in Microsoft Access 2000. That demonstration
adequately proves that a SPEHR-based database can store and manipulate data describing
realistic population dynamics. Again, it is well beyond the scope of this document to describe
in detail the construction and operation of the demonstration, and the reader is directed to the

URL.
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The SPEHR demonstraton database contains SQL queries that calculate generations,
genealogies, counts of events, counts of person-years, mortality rates, ferdlity rates, person-year
files for event history analysis, item-history files, and much more using the SPEHR data model
and the test population data thar it contains. The SPEHR data model is easily able to manage
a very wide range of complex populaton linkages over time and to efficiently retrieve the data
in useful, user-recognizable forms. In short, SPEHR is the basis for a useful longitudinal data

management system.
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Appendix A

THE RELATIONAL MODEL OF DATA

The relational model of data is a theory describing a consistent framework in which to structure,
manipulate and maintain the consistency of data. Data are stored and manipulated in relations
(or tables), a set of gperators manipulates relations to produce other relations, and relations are
subject to certain wnastraints that insure the integrity of the data. For a lucid discussion of the
relatonal model and relational database systems, refer to An Introduction to Database Systems

by C.J. Date (Date 2000).
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RELATIONS
A reladon is composed of a heading and a body. The heading is a predicate composed of a
number of attributes, each with its own domain of possible values. The body is a collection of
tuples (or rows) thar represent true propositons formed by choosing a value from the domain
of each of the attributes specified in the predicate. Each tuple, therefore, represents a set of
artribute values that when substtuted into the predicate form a true propositon. This is a

sufficient definition of a relation. As a consequence:

There is no order specified (or necessary) for the attributes;

There is no order specified (or necessary) for the tuples;

Each ruple contains a unique value for each attribute; and,

There are no duplicate tuples (each true proposition is recorded once only).
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OPERATORS
The operators used to manipulate relatons are similar, and in large part analogous, to the
familiar set operators in mathematics. In fact, reladons are carefully defined sets. All of the
operators take relations as arguments and produce a relation as their result — this is the relational
closure property. Closure is critically important because it insures that I can write and evaluate
nested relational expressions; those in which an expression can be substituted in place of a

relation. The most fundamental operators used to manipulate relations include:

e Restrict;

* Project;

¢ Union; and,
¢ Join.

Restrict produces a relation whose tuples sadsfy a condition. In other words, Restrict allows
one to select a subset of the tuples in a reladon. Project produces a relation with only the
artributes specified in the Project expression. The result contains all of the tuples of the
original relation with only those attributes specified in the Project expression. Restrict

produces a row-wise subset, and Project produces an attribute-wise subset.

Union produces a relation containing all of the tuples from two specified relations of the same
type. Because all tuples in a relation must conform to the same predicate, the two reladons
contributing to the union must be based on the same predicate, or in other words, of the same

type. This insures that the result is a valid relation, and closure is maintained.
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Join produces a relation that consists of all tuples produced by forming all possible pairs of
tuples from two specified reladons with at least one common attribute subject to the condition
that the values of the common atribute are equal. Join does precisely what its name implies -
it takes two relations and 'glues’ them together into 'wider' relation. If you imagine the input
reladons as sets of tuples, Join takes the Cartesian product of the two sets of tuples, and then
selects only those new tuples for which the values of the common atributes of the input

tuples are equal. There are many different varieties of the Join operator, the one I have

described being the most general.

In addition to the manipulation operators, there is a set of operators used to create and modify

reladons and update the values of their attributes. These will be discussed biiefly in the

following appendix describing SQL.
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CONSTRAINTS
The two crucial Data Integrity Constraints have to do with unique values that identfy tuples.
A primary key is an auribute whose value is unique for all the tuples in a reladon. In general it is
useful for all relations to have a primary key. The primary key can consist of a calculated
attribute that combines values from other attributes to yield a unique value. However, for
reasons I will not discuss here, it is cleaner and more efficient to have a single-atribute unique

key in each relation.

A relatons associated with another relation may store a value of the associated relation's
primary key in one of their attributes, to allow joining of the associated tuples in each relaton.
The arttribute thart stores the values of the associated table's primary key is called a foreign ey,
for obvious reasons. Foreign keys are constrained in the sense that 2 value stored in a foreign
key attribute must exist as a value of the primary key in one of the tuples of the associated

relation.

In circumstances where tuples in associated relations are nonsensical in the absence of
corresponding tuples in the associated relation, the use of primary and foreign key constraints

insures that no such orphan (and meaningless) tuples will ever exist.

Again, the foregoing discussion of constraints is only the dp of a very large iceberg!
Constraints come in many other forms, including the careful construction of the domains or

types from which attribute values may be constructed and manipulated.
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Appendix B

STRUCTURED QUERY LANGUAGE - SQL

SQL or Standard Query Language was invented and first implemented by IBM in the 1970s as
SEQUEL (Structured English Query Language). SQL is the practical specificadon of the
relational model, and working implementations of SQL are offered by many database systems
vendors. Most of the widely available implementations of SQL are based on the
International Standard Database Language SQL (1992) or SQL/92. Recently, an updated
version of the specification has been produced and is referred to as SQL/99. However, at the

time of this writing SQL/99 has not yet been implemented by any database systems vendor.
In very broad terms, SQL has three components:

e Dara Definidon Langauge or DDL components;
¢ Data Manipulation Language or DML components; and,
¢ Management components.
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DDL - DATA DEFINITION LANGUAGE
The dara definition statements allow the user to create, modify and drop (or delete) tables
(what we discussed as 'reladons’) and statements to manage various other aspects of the data

architecture of the database. For our purposes the important statements are:

e CREATE TABLE - CREATE AND DEFINE A NEW TABLE
¢ Modify table - MODIFY THE DEFINITION OF A TABLE
¢ Drop table - DELETE A TABLE FROM THE DATABASE

Following are examples of these commands and the output they produce using IBM's
implementation of SQL, available in their DB2 Universal Database product. I create three

tables that will be used in the next example.

CREATE TABLE EXAMPLE

CREATE TAELE pecple Example B-1
(id Integer NOT NULL PRIMARY KEY,

name Varchar (20) NOT NILL,

sex Char(l) NOT NULL);

Example B-1 creates a table named 'people’ with fields (attributes) id, name, and sex. id is a
primary key, and none of the fields may contain a null value. For each field, the data type is

defined after the field name and is self-explanatory.

CREATE TRELE locations Example B-2
(id Integer NOT NULL PRIMARY KEY,

name VarChar (20) NOT MULL,

Type Char(l) NOT NULL) ;

Example B-2 creates a table named 'locations' with fields id, name, and type. Again, id is the

primary key, and none of the fields can contain a null value.
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CREATE TAELE lives at Example B-3
(id Integer NOT NULL PRIMARY Key,

pid Integer NOT NULL,

1lid Integer NOT MULL,

FOREIGN KEY (pid) REFERENCES pecple (id),

FCREIGN KEY (1id) REFERENCES locations (id));

Example B-3 creates a table named 'lives_at’ with fields id, pid, and lid. This is a relationshsp
table that stores information linking people to the places where they live; hence, the name
lives_at’. The id field is a primary key, no nulls are allowed in any fields, and the two fields pid

and lid store values from the id fields of the people and locations tables and are, therefore,

toreign keys.

MODIFY TABLE EXAMPLE

ALTER TRELE pecple Example B-4
AID CQOLUMN dcb Date;

Example B-4 adds a date of birth (dob) field of type 'Date’ to the people table.

DROP TABLE EXAMPLE

DROP TRELE pecple; Example B-5

Example B-5 deletes the people table from the database.
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DML - DATA MANIPULATION LANGUAGE
The data manipulation statements allow the user to manipulate and modify the data stored in

the tables. These include:

o Insert
e Update
e Delete
e Select
e UNION
INSERT EXAMPLE
INSERT INIO pecple (id,name, sex) Example B-6
VALUES (1, 'Mary','F'),
(2,'Paal', 'M"),

(3, 'Simxn', 'M*),
(4, 'Jare’, 'F"),
(5, 'Albert', 'M'),

/ Y% bl b IH'\_
O, NdWl , &y

Example B-1 populates the people table with the listed values, shown below:

D NAME SEX
1 Mary F
2 Paul M
3 Simn M
4 Jare F
5 Albert M
6 Ruth F
INSERT INTO locations (id,name, type) Example B-7

VALIES (1, 'Naircbi', 'U'),
(2, '‘Accra’, 'U"),
(3, 'Mtubatuba', 'R'),
(4, 'Sinafala', 'R'},
(5, *Cairo*, 'U") ;

Example B-7 populates the locations table with the listed values, shown below:

391

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



INSERT INTO lives at (id,pid,lid) Example B-8
VALUES (1,1,4),
(2,2,5),
(3,3,2),
(4,4,2),
(5,5,1),
(6,6,3);

Example B-8 populates the lives_at table with the listed values, shown below:

b1») PID LID
1 1 4
2 2 5
3 3 2
4 4 2
5 5 1
6 6 3
7 3 4
8 4 1
UPDATE EXAMPLE
UPDATE pecple Example B-9
SET dab = '1950-6-4'
WHERE id = 1;

Example B-9 updates the dob field in the people table with the listed value, shown below after

an update for all six records (tuples) in the people table:
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1 Mary F  06/04/1950
2 Paul M 10/12/1966
3 Simn M 04/01/1980
4 Jare F 09/12/1981
S Albert M 12/02/1991
6 Ruth F 07/11/1991
DELETE EXAMPLE
DELETE FROM lives at Example B-10

WHERE id = 20;

Example B-10 deletes the record(s) in table lives_at for which id is equal to 20.

SELECT and UNION EXAMPLES

SELECT p.name, 1.name Example B-11
FROM pecple as p, lives at as la, locatians as 1

WHERE p.id = la.pid

AND la.lid = 1.id

ORDER BY p.name;

Example B-11 produces the Cartesian product of the people, lives_ar and locations rables and
then selects the icsulting records for which the id field from the people table is equal to the
pid field from the lives_at table and the lid field from the lives_at table is equal to the id field
from the locations table. Once the records fulfilling those conditions are identified, the name
fields from the people and locadons tables are selected, and the records are listed. This
effectively joins the people, lives_at, and locations tables oz the field pairs ([people}.id ,pid) and
(lid,{locations].id) subject to the condition that the resulting records must have equal values for
those pairs of fields. In terms of the relational model, this select statement performs a join and
a projection. The join is accomplished through the Cartesian product and the conditions
placed on the id fields. This statement makes the join explicit and equivalent to a Cartesian

product followed by a restriction; there is 2 more compact syntax that accomplishes the same
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thing withourt specifying the equalities explicitly, but for pedandc purposes, I chose the most
explicit form. The projection is accomplished through the selecdon of the name fields for
retrieval from the result table. The order by clause sorts the resulting table on the name field
from the people table. The statement is run on the tables created in the previous examples,

and the result is shown below:

NAME NAME

Albert Naircbi

Jane Nairabi

Jane Accra

Mary Sinafala

Paul Cairo

Ruth Mtubatuba

Simon Accra

Simmn Sirafala

SELECT pl.name, p2.name Example B-12

FRCM pecple as pl, pecple as p2
CGRCER BY pl.name, p2.name;

Example B-12 produces a full Cartesian product of the people table with itself. In this case no
restriction is put on the result of the Cartesian product resulting in a table consisting of records
that pair each record in the people table with every other record in the people table, including
iself. Again, a projection is performed to retrieve just the name fields from the resulting table.
Last, the order by clause at the end of this statement sorts the resulting table first on the name
field from the first instance of the people table and then on the name field of the second

instance of the people table. The final result is shown below:
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SELECT p.name, l.name Example B-13
FROM pecple as p, lives at as la, locatians as 1

WHERE p.id = la.pid

AND la.lid = 1.id

AND p.dcb < '1980-01-01°

ORCER BY p.name;

Example B-13 is the same as Example B-11 with the addition of an additional restriction,
p.dob < '1980-01-01’, that retrieves only records for which the date of birth is prior to January

1, 1980, below:
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SELECT * Example B-14

FRCM pecple
UNICQN ALL

SELECT *

FROM pecple;

Example B-14 selects all of the records from the people table and performs a union of those

records to create the result below in which all of the records in the people table appear twice:

D NAME SEX DB
1 Mary F  06/04/1950
2 Paul M 10/12/1966
3 Simon M 04/01/1980
4 Jane F  09/12/1981
5 Albert M 12/02/1991
6 Ruth F  07/11/1991
1 Mary F  06/04/1950
2 Paul M 10/12/1566
3 Simen M 04/01/1980
4 Jane F  09/12/1981
5 Albert M 12/02/1991
6 Ruth F  07/11/1991
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TRANSACTIONS
The archetypal example of a transaction is the transfer of money from one account to another
in a bank's accounting database. The process involves two steps: 1) debit the transfer amount
from customer A's account and 2) credit the transfer amount to customer B's account. Both
of these updates must occur for the transfer to be complete, and under no circumstance can
the first be performed without performing the second. A transaction is used to encapsulate

these two updates into an atomic (see below) process that cannot save modificatons to the

database unless both updates are successful

A transacton is a logical unit of work that must be completed in its endrety or not at all.
Transactions are sometimes referred to as 'atomic’ — in the sense that an atom is (in colloquial
terms) the most fundamental unit of nature and cannot be subdivided. A process performed
as a transaction only modifies the database when the entire process has been completed
successfully. Consequently, it is possible to cancel a process performed as a transaction, even a
complicated one, midway through without leaving the database in an inconsistent state. The
cancellation could be user-initiated, the result of a system failure or any other intended or
unintended action. Properly structured transactions are absolutely critical to maintaining the
integrity of the database, and the SQL standard specifies the basic implementation of

transactions.
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SQL IN PRACTICAL USE
In practice, SQL is used in three ways. SQL can by used in a dynamic sense in either of two
ways: 1) a user can type SQL into a command line interpreter (CLP) that parses the statements
and passes them to the database management system for execution in real time, or 2) a
program can construct SQL in real time based on parameter values or input from a user and
then pass the SQL to the interpreter and onward to the database management system. In both
of these situatons, the SQL is interpreted and optimized in real time — hence the term
'dynamic’ SQL. Static SQL consists of predefined, pre-optimized SQL statements that are
usually invoked by a program and cannot be alrered in real time. Static SQL usually runs faster
because the interpretation, optimization and compile steps need not be performed, and for this
reason, operations that are run many times without change are best implemented as static

SQL.

Although SQL is a computatdonal complete language, it is usually used as a data manipulation
sublanguage that in combination with a fully-featured host language provides all of the
functionality necessary to manage and manipulate the data, to perform the logic necessary for
the application to run, and to interact with the user. Common host languages include C, C++,

Java, Visual Basic and Cobol.
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